an ARRIS com pany
MESSAGE REFERENCE GUIDE

Ruckus SmartZone 100 and Virtual

SmartZone Essentials Alarm and Event
Reference Guide, 5.1.2

Supporting SmartZone 5.1.2

Part Number: 800-72349-001 Rev A
Publication Date: August 20719



Copyright, Trademark and Proprietary Rights
Information

© 2019 CommScope, Inc. All rights reserved.

No part of this content may be reproduced in any form or by any means or used to make any derivative work (such as
translation, transformation, or adaptation) without written permission from CommScope, Inc. and/or its affiliates
("CommScope"). CommScope reserves the right to revise or change this content from time to time without obligation on the part
of CommScope to provide notification of such revision or change.

Export Restrictions

These products and associated technical data (in print or electronic form) may be subject to export control laws of the United
States of America. It is your responsibility to determine the applicable regulations and to comply with them. The following notice
is applicable for all products or technology subject to export control:

These items are controlled by the U.S. Government and authorized for export only to the country of ultimate destination for use by the
ultimate consignee or end-user(s) herein identified. They may not be resold, transferred, or otherwise disposed of, to any other country
or to any person other than the authorized ultimate consignee or end-user(s), either in their original form or after being incorporated

into other items, without first obtaining approval from the U.S. government or as otherwise authorized by U.S. law and regulations.

Disclaimer

THIS CONTENT AND ASSOCIATED PRODUCTS OR SERVICES ("MATERIALS"), ARE PROVIDED "AS IS" AND WITHOUT WARRANTIES OF
ANY KIND, WHETHER EXPRESS OR IMPLIED. TO THE FULLEST EXTENT PERMISSIBLE PURSUANT TO APPLICABLE LAW, COMMSCOPE
DISCLAIMS ALL WARRANTIES, EXPRESS OR IMPLIED, INCLUDING, BUT NOT LIMITED TO, IMPLIED WARRANTIES OF
MERCHANTABILITY AND FITNESS FOR A PARTICULAR PURPOSE, TITLE, NON-INFRINGEMENT, FREEDOM FROM COMPUTER VIRUS,
AND WARRANTIES ARISING FROM COURSE OF DEALING OR COURSE OF PERFORMANCE. CommScope does not represent or
warrant that the functions described or contained in the Materials will be uninterrupted or error-free, that defects will be
corrected, or are free of viruses or other harmful components. CommScope does not make any warranties or representations
regarding the use of the Materials in terms of their completeness, correctness, accuracy, adequacy, usefulness, timeliness,
reliability or otherwise. As a condition of your use of the Materials, you warrant to CommScope that you will not make use
thereof for any purpose that is unlawful or prohibited by their associated terms of use.

Limitation of Liability

IN NO EVENT SHALL COMMSCOPE, COMMSCOPE AFFILIATES, OR THEIR OFFICERS, DIRECTORS, EMPLOYEES, AGENTS, SUPPLIERS,
LICENSORS AND THIRD PARTY PARTNERS, BE LIABLE FOR ANY DIRECT, INDIRECT, SPECIAL, PUNITIVE, INCIDENTAL, EXEMPLARY OR
CONSEQUENTIAL DAMAGES, OR ANY DAMAGES WHATSOEVER, EVEN IF COMMSCOPE HAS BEEN PREVIOUSLY ADVISED OF THE
POSSIBILITY OF SUCH DAMAGES, WHETHER IN AN ACTION UNDER CONTRACT, TORT, OR ANY OTHER THEORY ARISING FROM
YOUR ACCESS TO, OR USE OF, THE MATERIALS. Because some jurisdictions do not allow limitations on how long an implied
warranty lasts, or the exclusion or limitation of liability for consequential or incidental damages, some of the above limitations
may not apply to you.

Trademarks

ARRIS, the ARRIS logo, CommScope, Ruckus, Ruckus Wireless, Ruckus Networks, Ruckus logo, the Big Dog design, BeamFlex,
ChannelFly, Edgelron, Fastlron, HyperEdge, ICX, IronPoint, OPENG, SmartCell, Unleashed, Xclaim, and ZoneFlex are trademarks of
CommScope, Inc. and/or its affiliates. Wi-Fi Alliance, Wi-Fi, the Wi-Fi logo, Wi-Fi Certified, the Wi-Fi CERTIFIED logo, Wi-Fi Protected
Access, the Wi-Fi Protected Setup logo, Wi-Fi Protected Setup, Wi-Fi Multimedia and WPA2 and WMM are trademarks or
registered trademarks of Wi-Fi Alliance. All other trademarks are the property of their respective owners.

Ruckus SmartZone 100 and Virtual SmartZone Essentials Alarm and Event Reference Guide, 5.1.2
2 Part Number: 800-72349-001 Rev A



Contents

PrETACE. .. e eeeecetecceeeecrteeeceeeeecsnesecsnesessaeesessnesesssnesessanaesssnseesssntesssantesssnsteessnstessantaessaaeeesatae e ae e e e aeeeessaeeesaneeessnnaeesnteesssnaeesanasanen 19
DOCUMENT CONVENTIONS. ...iiiieiiieiiieeieesie et e ste e sttt st e steestae e beesstessssessbeesssessbeesaseessseessaessseesssessseenssesssesssseesssessseesssessssessseenseenseessseessseense 19
NOteS, CAULIONS, AN WaININES...c.ioiiiiiiieieieieeeeeseste s st st e st sttt et et et et e st sbesbesbesbesbessesbesbessentessentestestestebesbesbesbesbesbenbensensensensan 19
ComMMANA SYNEAX CONVENTIONS. ..c.viitiieieieietetetste et st st st s e st stesbe st este s et et e st e st ssessesbesbessessessessensessessensensensensensensenseneesessessessessensessens 20
Do Tl W] g Y= ol == T=To | o= ol RSSO 20
RUCKUS Product DOCUMENTATION RESOUICES......icieiteeierieeieeteeiteetesteetesteetessaeteessessaessasseesessseseassesseassesssessaassenssassesssesesseensenssessenssenes 20
ONIINE TrAINING RESOUICTES......cvevirietireetirietertetste sttt et eaeste st s et bt b et st e e s b e e e b e e e beseeb et e bt e e bt s e b et e bt b e b e b e bt b ebe b eb et ebesbe st sbesesbenenbesensenenes 21
Contacting RUCKUS CUSTOMEr SEIVICES AN SUPPOI..c..ctiiiirteirietrieteieneetestet ettt stese st ste e te e s be st s besesbesesbenesb et st eneebensebeneebensesensesessenes 21
WHat SUPPOIT DO I INEEA?.....ceiiiiietieeteteteet ettt ettt sttt ettt ettt be bt s b et b et b eae e b et ek e e e b et e b enteb et eb et e bt st ebenbebenbesebenenbeneanan 21
OPEN @ CASE. ittt ettt ettt et b e st b e b b et ettt et a e e st e bt e bt e bt e b e e b e b e e b e e b e b e b e s e R e R e R e R e R e e Rt e bt e bt e bt e Rt eh e e bt eheeh e b et e s e e e e e e e st ene 21
SEIf-SEIVICE RESOUICTES.......eecveeureeteeieeteeeteeteeteeeteeteeste et eeseetteeseeseeteeeseessesseesseessessaessenseesseassessesssesseesseseesseesseabeessenseeasenseensesseenseeasensens 21
ADOUL THIS GUITE.......ceeeeeieeeireeeteeecireetteecrssseetteeessssseeeeesssssnsseeesssssssssesesssssssseessssssssssesesssssssssesessssnnsseeessssssnssesesssssnsssseesssnn .23
T oL geTe [UTatu To Yo PO OO OO UOUUPRRRURSRRSRONt 23
WHhat'sS NEW iN THiS DOCUMIEBNT.....c.vicveerieeeieteeeeeete et cteeereeereeteeereeteesseeseeeseesseeteesseeaseseessessserseessenseesseessensestsensseaseseesseessenseessenseensenseersesren 23
TOITNIINOIOZY ettt sttt et ettt e a s bt s bt s bt s bt s b e s b e s be s b et e b et e st e st e st e st ententen e e st e h e e st e st e b e e bt e b e s b e b e b e b e b et et et e s e te st et eneeneeae et 23
Alarm and EVENt MaNQZEIMENL......cccciiiiimiiiiiniiiiseiiisntisssstiosssstessssssossasssssssssossssssosssssssssssssssasssssssssssssnssssssssssssnssssssssssssssssossassssssnss 25
OVBIVIBW....eiiiteeitieeieeeteestteseteesee s te e s teesaeeebeessseessaessseessaesabeesaseaseseassaessseesseeasseasseeasseessseesseeanseesseesseeasseenseessseensesensesssseessseensessssessseenseensens 25
Al aNd EVENT MaNAZEIMENT.....cviiiiririnistisestestesteste et et et et et st srestessesbesbessessessassessessensensensensentessensesssseesessessessessessessessensensensensenses 25
EVENT CALEZONIES. ..cviiiiiiiiiiitieiet ettt b e b bt ettt et et e et s bt e bt e bt e b e s b e e b e s b e b e b e s e s e e e b e e e b e bt e bt e bt e b e e bt sbesbesbenn s 25

BV N ALLIIDULES. ...ttt ettt ettt et e et et e et e te et e e beeabesteesteess e baessassseasaessesseessateessesasasteessesbeassessesbeessenseessesteesaesssessenssessenssents 26
GeNeration Of AlArM AN EVENL......i ettt ettt e s te et e s e et e e taesbeesbeebeeabesteenbeessastsesbesssesbesssesseessessensesssensesasasenn 26
= T 3 T 1T/ 1= 29
INEEOAUCTION. .. ettt ettt ettt et et e et e e te et e ete e beetseebeeabeeseeabeeasesbeeasessaessaesseaseessenseeasesbeessesheenbeeasenseessensseaseessenseessebeeasesasesbeessenseessenns 29
ACCOUNTING AlGITNS. ..ttt sttt sttt sttt ettt ebe st ebe st e be st e b e st e b et e b e st e bt s s e st et ebe st e st et e st et ea e s besesbenesben e ek enteben s ek entebe st ebetebe st ebesaenesbenens 29
ACCOUNTING SEIVEI NOT FEACKNADIE........ioi ettt ettt b et st b et e b et ek s e e b et e be st ese s ebesbesesbenesbenesbanens 29

AP AUTNENTICATION AlGITNS ..ttt ettt et e et e e e e e st e e ereeseeseebesbessessesbessessessassansassessassessassasaesaesaesaeseasestestesessantensansansanes 30
RADIUS SEIVEI UNTEACNADIE. ... ii ettt et et st e e e s ae et e e s b e be e st esbeensesseenseeseesbeensessaessesseensesseansennns 30
[ Y=Y Y = Ul ol =T el g =1 o} [ TSRS 31

Ja D Y=Y Y=Y U T g =F- T o= o] 1P 31
WeChat ESP authentication SErver UNTEACNADIE. ..ottt st a e s e et s a e e s s e beesaesbeenaesseenteeraessenn 31
WeChat ESP authentication SErver UNIESOIVADIE. ...ttt s e sa et e e b e te e b e s beensesteebeeaneseean 32
WeChat ESP DNAT SEIVEr UNTEACKNADIE........cec ettt ettt e et e et e s be e be e e s be et e sba e beebsebeessesbsensesseanseessessens 32
WeChat ESP DNAT SEIVEI UNTESOIVADIE.......oi ettt ettt ettt e e te et eebe et e s beeabe s be e beeabasbeesbesssesbasssebeessanssensassenn 33

AP COMIMUNICAtION AlGIMNS.oo.tiitiitieeticie ettt et e st et e e e ete et e beeteebeebeste e beess e seesseeseeaseessesseeasantseasesbeesseessesbeessenseeasesssensestsenseeasesseessenssensans 33
AP TEJECERM. ..ttt ettt ettt sttt s a sttt e st e st s b e st b e st h et ekt e bt e b et e bbbt e b et eh e e A e bt ke Rt ke Rt ke st e b et e b e st e ben e e b et e b et e b et ebentenens 33

AP configuration UPAate fAIl@d........couiiiiireiee ettt bttt ettt b et e b et b et bt b e bbb bt ne e 34

AP SWap MOAel MISMATCNEM... ..ottt sttt ettt sb et s b e e sk e e ek et et e e ebe e s b et ebentebe s ebessebesaesensenens 34

AP pre-provision Model MISMATCNEU.......cccoueirieirieireresere ettt ettt sttt ese s e se st e s essesessesesbesessesesbesessenesenesan 35

AP firmMWare UPAate fAIlE.......cciviirieieieieeee ettt s e st be st s et e s e s e e et e s e st esesbesessenesbesesbenesseneesenesseneeseneesaneas 35

AP WLAN OVEISUDSCTIIDEA. ... ottt sttt ettt s v e et e et e st e e e e st e et e sreesseeae e s eessesseasseaseessesssanseensesreensessaesseassansennsans 36

F N IS Y = T 3 L TSR 36
INO LS FESPONSES. ...eueenitiuterieetesiteste st este et e stt e tesht e bt s st e sbe e tesaeessesseessesaeesbeeasesheea s e s ae e s e emt e se e st e sseeaseshee b e eabenbeeasesaeenbeesse s esntensesasesbeensenans 36

IR TU = g uTer=Tu ol R = 11U T TSP 37

AP fAIlE0 1O CONNECE TO LS. ittt ettt e et e s e et e e ta e te e taeebeeabesteesbeeabesbaassessaessasssenssessasseensesasesseessesaessenssensenseenseessanteans 37

AP STAtE CRANEE ALGITIIS. ... ittt ettt ettt b et bt eb et eb st e bt eb et e b et e st e st et eae s b eae s b e st b en e e b eneebea e ebeneebene e b et e b et eb et ebenbebe b ebeneenenes 37

Ruckus SmartZone 100 and Virtual SmartZone Essentials Alarm and Event Reference Guide, 5.1.2
Part Number: 800-72349-001 Rev A 3



AP 18D0O0TEA DY SYSTRIM ..ttt ettt b et e bbbt st ae s be st s b e s ke st e st et e st e b en e be e e b et e bt ettt be s be s nenee 38

AP dISCONMNECLEM. ...ttt ettt s b et b et b et s b bt s e bbbt s bbbt s b b e st e sb b b eat st b b ebentanes 38
AP EIBTEA. ...ttt bbbt bbb bR E b e b bRt e bbb bttt e b bttt b bt es 39
AP cable MOdem INTEITACE GOWN......c.cciririeiiiiriet ettt sttt b ettt b ettt b b st sa b b et st e b enenis 39
AP DHECP SEIVICE FAIIUIE...eeiuiiieteiceeet ettt sttt b ettt b bt b bt s b b e bttt e bbb et st ebesenentnes 39
AP INAT FAIIUI ...ttt ettt ettt b e bbb st e bt s e bR e bt s e s et st s st e s e st s R e st sr e e s s e e nsesnsnenesnens 40
AP DHCP/NAT DWPD Ethernet port CONfiguration OVEITIAE.......cciviiierieieirirerese sttt ettt sbe st st st bbb naene 40
SZ DHCP/NAT DWPD Ethernet port configuration OVEITIAE.......c..ccveirieireirieenieenererieeeee ettt 41
SIM FEIMOVAL. ..ttt ettt ettt ettt b ettt b et bt eb et bt s e bt b e bt b e bt e b et e b e b e bt s b e bt s b e Rt s b e st e b e n e ek e s e et e a e e b e st e benesbene e b et ebeneebeneebensebens 41
AUTNENTICATION ALBITNIS ...ttt ettt ettt b et b et b b b st e b et e b et e b et e b et eb e s b ea e s b e st b e st e b eme e b e st ebeneebeneebene e b et ek et e b e e ebe s ebeneebenes 41
AUthentication SErVEr NOL FEACNADIE.......c.i ettt b bbbttt b ettt s bt s b et st et et e e ebeeebens 42
Authentication failed OVEr £0 SECONTAIY......civiiiriiirieeriee ettt ettt sttt b et b e st b bbb e bt e b et e bt s be bt sbebesbesesbe e sbeneebensesens 42
Authentication fallDacK TO PriMAIY.....cociv ettt ettt et b et b e st be st ebe st e s st e st ese st esesbenesbenesbanens 43
AD/LDAP CONNECLIVILY TAIIUI ..ottt sttt s b bttt bbb aenenes 43
BiNd failS WITN AD/LDAP.......c.cciriiieieiiirirtetetrttet ettt ettt ettt s bbb bttt bbbttt st b bttt s bbbt se st b e st a et ebeneanas 44
Bind success with LDAP, but unable to find clear text password fOr the USEr........c.vcveiverireireneeeseeeere e ens 44
RADIUS fails t0 CONNECE L0 AD NPS SEIVE .....citiiiieiiiririetetertrtsieteietst sttt ettt b ettt ettt be ettt b bt se b bes et s b eb ettt ebebeseaenesbesens 45
RADIUS fails to authenticate With AD NPS SEIVEI.......coo ittt et ae s ae st r e enes 45
Fails to establish TLS tunnel With AD/LDAP.........co ettt ettt sttt bbb bbb e bt na s nnenens 46
Control and Data Plane INTrfate AlGIMS.... ..o ettt sttt b e b e bt s e e bt s b bt s e e st s b e st s b e e sbesesbesesbenesbeneas 46
GtPMaNager (DP) AISCONNECTEM. ......ceiurrereetirietirieierie ettt ettt sttt ettt b et b et eb et e b e e bt e b e bt s b e bt b ebe st ese st esesbesesbesesbenesbenenes 46
CIUSERE ALGITNIS. .ttt ettt ettt ettt ettt b bbb st e st e b et sbe st s b e st e b e st e b ea e e b e e e b ea b e bem e e b eaeebeas e b et eb e b eb e e b ebe b ene b e s et e bt et e st et enesbenesbenesbeneee 47
NEW NOAE FAIEA 1O JOIN.cuetiiitiitetirieete ettt ettt b et bbbt b e st ebe b e b et e b et e b et eb et esesbe bt st enesbeneebenesbentebentebene 48
NOAE FEMOVAI FAIEA. ... ettt ettt b et bbbt bbb bt e bt e st e st et eaesbeae s b et e b et eb et ebensebentebeneebensene 48
NOAE OUL OF SEIVICE....euiieiiieiiteitrtetste ettt ettt et b ettt b e st b st e bt e b et e st st e st st e st st e st s b e stk en e ek en e e benteben s ebentebentebenteb e st ebestebeseesebenenee 49
ClUSEEI IN MAINTENANCE STATE.....eeveuieieiirieirteesteeste ettt ettt et e bt e bt et st et s s eb e st ebesesensesesebessesesbesesaesesbenesbenestenessenessenessenessenens 49
ClUSEEr DACKUP FAIIRA. .. e ettt ettt s b ettt e st s b e st s b ese b ese st e s e et enesbeneebenesbenesbenesbeneesersesan 49
CIUSTEE rESTONE FAIEA. ...ttt bttt st b ettt b bttt b b bt s bbbt ne bbbt et enenen 50
(@ U T =T U o] =4 = To [ 7= | 1= o OSSR 50
ClUSTEr APPICAtION STOPPE..c. iteieieietetetrtrtee sttt st sttt ettt et et s e e be s b e s b e sbesbesbe st e be s ensentessessentensesassessesbesbesbesbesbesbesensans 51
NOdE DONA INTEITACE TOWN.....oiiiiieiiere ettt st s e et b et b et s b e st s b et s b e st s R e e e b e e ereseeseneenene 51
Node PhySIiCal INTEITACE HOWN.....c.iiiiiieieee ettt et b e bbb b e e b e e e bt ne b e e be e benes 52
ClUSEEr NOAE FEDOOTEM. ...ttt ettt ettt ettt sttt b et st et b et eb et e b e e e bt b e b e b e b et e b et ebe b ebenbesesbenesbenenbenenee 52
ClUSEET NOAE SNUL GOWN....ceinieiiiiiieie ettt b et b et b e bt bt e b et e b e eb e s b ebe s b e bt ke bt st e st b e st et e st sbe st s b e st sbeneebenenbeneenen 53
Disk Usage eXCeEA threSNOId.......c.ouiieieeeee ettt ettt s b et s b et b etk et b et et et e bt sbe st ebe e ebeneee 53
ClUSEEI OUL OF SEIVICE....eeiieuirieiirietrtet ettt ettt ettt b st b e st b ettt eb et e st ea s b e st s b e st b e st ek ea e ek et ek enbebenteb et eb et eb e st ebesbebesbesesbenesteneebenestane 54
Cluster upload AP fIrmWare fail@d.........coveiriirieee ettt b ettt b ekt bt e bt besbebesbebesbenens 54
Cluster add AP fIrMWAre fAIlE0........civuiirieirieiie ettt sttt e b et et e et et b et e b e s e b et eb e st ebesaesestesesbesesbenessenesan 54
UNSYNC NTP LMttt sttt e bt e b e s a e s b e e s e s bt e s e s ae e b e e a s e b e e e e e bt eabeshe e bt s abe s bt e a b e sae e b e smnebeentenneennes 55
Cluster UPIoad KSP il fAilEd......ccoiveieieirieieieeee ettt sttt s e st ese e sa s e s e aesesaesessesessesessenessenessanessenessenessenessanens 55
(@oTa) 1= 1o gl o T Tal U] o =1 11=c TSRS 55
CoNFIGUIatioN FESTOIE fAIlR.....icuiiiiiieeeeetr ettt ettt b e st st e st e st e st e s b et et et et et esaenaenaesesbesbesaesbesbesbentens 56
AP COItIfiCAte UPAATOA . iiiieieieieteiteeres sttt ettt et et e e s b sbe s b e sbe st e s b e b et et e s ense st ententessentesteseeseebasbesbesbesbesbesbensansensan 56
UPErade SS taADIE FAIlEA... .ottt ettt st b e bbb bbbt b et b bbb e b n e ee 57
OVET SWItCN MAX CAPACITY . .eveutrteierieieitetetet ettt et ettt b st b st b st b et e bt e b et e b be bt s b e bt s b e st s b e st s b e st ek e st et e st et e st ebe st sbeneeb et ebe e ebesesensenens 57
CONTIGUIATION ALGITNIS. .. ettt ettt b et b et b et b b e b et eb et e b e e e b et e b et eb e s b eb e s b ebe ke a e e b em e e b e st ebese st eneebeneebeneeb et e b e b ebensebeneebenes 57
Zone configuration Preparation fail@d........co.c ettt ettt bbb 58
AP configuration generation fAil@d...........e ettt sttt b e bbb e et e enas 58
ENd-Of-1ife AP MOAEI AEEECLEM. ...c.eiuiieiiieieeee ettt b et b et b e b et b et b et e b et e b stk st e bt st e bt ene st enesbenesbenes 58
VLAN configuration mismatch on NoN DHCP/NAT WLAN.......cccireiirretectrtnteret ettt eestesese et sse sttt se s s s sesesseneseneas 59

Ruckus SmartZone 100 and Virtual SmartZone Essentials Alarm and Event Reference Guide, 5.1.2
Part Number: 800-72349-001 Rev A



VLAN configuration mismatch 0N DHCP/NAT WLAN . ....cc.ctritretrtetrte sttt sttt sttt sbe sttt ebe st be st ese st eseste st sbesesbesesbenesbeneses 59

DAA PlANE ALGIMNS....eviiiiiiiieicitirte ettt ettt ettt ettt bbbttt b b st s b bt e e b bttt b bRt R bt s h bRttt b bt tebenen 60
Data plane configuration UPAate fail@d........ecuveriririiiririeereeee ettt sttt e st e b e e sbesesbenesbenesseneens 60
Data Plane diSCONMMECEEd. ...c.eviririirieieieietee ettt ettt et ettt et e et e bt e ae e b e s besb e s b e s b e s b e be b e st e ae s e st entestesteseesesbesbesbesbesses 61
Data plane physiCal INTEITACE QOWN.......ciiiieierieert ettt sttt et s b e e e te e ssesesbesesbese et e e esessesessenansesansesersesessases 61
Data Plane ProCeSS FESTAITE. . ..ccuirieieieieirirese sttt ettt ettt st s i s besbesbesaesbessessesbessensessentensensensensensenaesessessessessesbestessans 61
Data plane [iCENSE IS MOt @NOUEGN.....cuiiiiiiricrs ettt s et s b et e st e st e be b et et esse st esaesessassesbesbesbesbensens 62
Data Plane UPZrade fAIlEA. ..ottt ettt b e b e bbbt bbbt e b et s b eae s b et e b et e b e e b e e b e e ebe e ebenes 62
Data plane of data center side fails t0 cONNECt t0 the CALEA SEIVEI....c.cciiireirieirietrieesteere ettt be e seeaene 63
Data plane fails to connects to the 0ther data Plane. ... ettt 63
Data Plane DHCP [P POOI USage rate iS 100 PEITENT.....ccuvirirueirteietetetestetest ettt sttt ettt besteb st e bt sbesesbe st sbenesbesesbesesbenesbenesbenens 64

IPIMIT ALGIINIS .ottt ettt ettt ettt sttt ettt et et b et s b e st e b e st e b et e b et e b4 e be b ebe b e b et eb et e bt s b eue s b e st ke s et en e et e st e b en e eb e st eb et e b et e b et eb et ebe st ebe b ebenee 64
IPIMNITREMIPBB. ...ttt sttt ettt st b st s b et e b et ek e st et e st eben e e b en e e b e st e b et eb e s b ebe s 4o be b ebe b e s et e st et esesbesesbesesbenesbenesbeneesan 64
IPIMHTIEMIPP ettt bbb bt e bbbt e b b ettt b bt e b b eat e s bbbt st bbbt e b b nen 65
(1010 411> o FO OO PP PP PRURTPRRPPRTROPP 65
TPIMIFANSTATUS. ..ottt ettt et et s et s h et sa e e b e e st e b e e s e e bt e bt sae e b e e as e s b e e s s e e ae e s e e st e st eatesbe e s e shee bt eneesreensesnnensenneenne 66

LICENSING INTEITACE ALQIMNS.....uiuieiieieteiieteeeerte ettt et e et e st e s e stesessese s s ese st e s e et eseeseseesaseesase et ese et ese et e s ese s esessesansesensesessesessesessenersenenes 66
LICENSE ZOINE L0 BXPII€..uiiiiiiiieteiteeierteete sttt sttt et s bt et s et et esae e b e s uee bt e ate s bt e b e s st e b e e ae e s e essesaeeasesaee bt eaee s bt easesbeenbeesee s esntenseennesreensenans 66
INSUTFICIENT [ICENSE CAPACITY . veuveuiiiiiiieiireeereres ettt ettt sttt s b st st e s be st e st et et et et et e st ese e b e e besbeebesbesbesbe s b et entensensensensonnaneas 67
Data plane DHCP [P [ICENSE INSUFFICIENT. c..c.iiueuirieirieeieerere ettt ettt sttt b et sb e b e 67
Data plane NAT seSSion lICeNSE INSUFFICIENT......ciriiiieereee ettt ettt b sttt ettt be e s b b ee 68
INSUTTICIENT [ICENSE CAPACILY .veueveuirteieteieteeetetet ettt ettt ettt bbbttt b et b et e b et e b e st e b et e b et eb e e e b et eb e b ebe b ebe b ebenbebebenesaenes 68

SCI AIGITNIS .ttt ettt ettt ettt ettt st bbbt b e st s b e st et et et e st et e st ebea e e b eae e b ea e e b et e b e s e b e b e b et e b et e b et e bt et e bt A eh e e h e Rt ke Rt ke n et en e b en e beneebene b et e b et et et enen 68
CONNECE £0 ST FAIIUI....euiitiietirieieeeete ettt ettt st et b et b et b et ek e ek et e b et e be e e b et e b et e b et eb et ek et ebe b ebenbebenseneane 69
SCENAS DEEN AISADIEM......eiieiiieieiee ettt b et b et b bbbk b e b et ebe b e bt e bt st ebesbebe st enesbesebenesbeneesenesbene 69
SCl and FTP have DN diSADIEM. ...ttt ettt sttt s b bttt eb et 69

SYSTEIM ALGITNS ...ttt ettt sttt sttt st et st e e st e e ste e ese st ebesesseseeb et e s et et et ese s esesses et eseesesessese b ene st en e et e st esensesensebeneeseneebenaesessenessesens 70
INO LS FESPONSES. ...eieentieiteiteete ettt ettt e te st et st et st e s bt e e s bt e s e e bt e b e s ae e bt e ae e s b e e s st s R e e s e e me e b e e aee e bt easeshe e s e e aee s b e e msesae e s eesne s eenne st ennesreensesnns 70
LS QUENENTICATION FAITUIE....eeeiiireeiet ettt bbb st b et b bt es bbbt se s b b e st e s ebebenennas 71
{produce.short.name} failed t0 CONNECE L0 LS....cciiiiiiriiieieieieieere sttt ettt et st e bttt et e e s e s sbasbesbesbesbesbesbeseenean 71
SYSIOE SEIVEI UNTEACNADIE. ... ittt sttt et ettt et et et et eseeaeebesbesbesbe st e sbesbesbebenbentensensennen 71
CSV eXPOrt FTP MaXiMUIM FEEIY..cviiiiiieieieiteitetetst ettt ettt sttt s b s b bbb b e b et et et et et et et et e st sbesbesbesnesnes 72
CSV export disk threShOld XCEEAERM. .....cc.cireireirieerte ettt ettt a ettt s bbbt st e e s b et s b e e s be e ebeneene 72
CSV export disk MaX CAPACILY MBACNEM. . ... ettt ettt b bbbt b ettt ae et et s b et sbe e b et eb e b ebensenens 72
PrOCESS MESTAMT ...ttt b bbb b b s b b e st e b s ab e s b e e b SR e e b e s b e s b e e b e s R e b e e bt e b e s b e s bt e b sr e e b e 73
SEIVICE UNAVAIADIE.....eeeitete ettt b et b bbb e bt s bbb e bt st e bt e st e st et e st s b ea e e be st e b et e b et et et et e s ebenaebenes 73
KEEPAIIVE TAIIUI..c..eiiiiteee ettt b et b et e b st eb e s b e bt s b e bt e b et e s et e s et e st et e st s b eaesbe st s b ene st e st ebeneebeneebeneebeneas 74
RESOUICE UNAVAIADIE. ...ttt st bbbttt b b bt se bbbt be e 74
The last one data plane is disconnected zone affinity Profile........cce e e 75
Unconfirmed program detection

SWITCR ALBIINIS ...ttt ettt b et R ettt et b e st s bt s R e st s R e Rt s R et e R e e s e e b et e b et e b eme e bt e er e e e bt neebe e s nebenee
POWET SUPPIY TAIIUIE...eiitiieieteteet ettt sttt ettt ettt e s b s b e s b e s b e st e st et et et e st e st e s e e st esaebe e bt sbesbesbesbesbesbe b enbensensen
FAN FAIIUI .ottt b e bt b e bR b e R e bR e b e b b e b bt e b e bt s b e bt s R e st e R e e Rt n e n et enene
IMOAUIE TNSEITION. ..ttt ettt b et b et b e bbbt e b e e b et e bt b e bt st e bt s b e Rt s R e st s R e st b e st e b e e s b e st sbenesbene s b e e ebeneebeneesensebens
Module removal......ccccveeneenienene.

Temperature above threShOId WarNING.......co ettt ettt b e st be sttt e st st e et e e sbe st sbe st s be e sbeneee 77
SEACK MEMDET UNIT FAIIUE..c..eiiiieeeee ettt b et bbb bbb bt b e bt e st e s et e st et e st sbe st sbene s b et ek et ebentebentebens 78
POE POWET @llOCATION FAIIUI ..ottt et b et b et b etk et b et e bt e bt ebe st eb e st ebe st ebe st ebeaenenee 78
DHCP_Snooping: DHCP oOffer dropped MESSAEE. ......cerureireririeieiirteierteiestetesteestesestesestebestesestesesbesestesestesessesessenessenesbenessenessenease 78
POrt PUL INTO @rTOr diSADIE STALE......cuiiieieiceeret ettt sttt bt es 79

Ruckus SmartZone 100 and Virtual SmartZone Essentials Alarm and Event Reference Guide, 5.1.2
Part Number: 800-72349-001 Rev A 5



YY1 g Y i 11 g T<T T RTORROTRRPRRRTRTN 79

SWILCN QUPIICATEA. ...ttt bbbt s b bbb bbbttt e bbbt sa e b b et st na b ebe e 79
REJECE COrtifiCate SIZNINE MEQUEST....ctitiieteieetettrtee ettt ettt ettt s be s te s b e e st e e st e e et e e ebeneebeneebestebe s es e st esessesessesesenesesesenesens 80
Pending CertifiCate SIBNING FEOUEST......cccvvirieirieirieereer et sttt st et ettt sttt et e se s esessesassesessesessesessesesseneesensasessesensesensesensnns 80
SWItCh CPU mMajor threShOId @XCEEM ....couevviiiieieieteeeeeee ettt ettt ettt s b st st st e st e st et et e s et et enaesessessesbesbesbeee 80
SWiItCh CPU critical threSNOIA @XCEEM .....oveiiieiieieeec ettt ettt b et b e r e r e neseenene 81
Switch Mmemory Major threSNOIA EXCEEA .......cvviviriririee ettt et b s b s b sbe s be s b e st et e bensensensennes 81
Switch memory critical threShold @XCEEA .......ov ittt bbb 81
SWitch custom Major threSNOIA EXCEEM ......cuiiiiiieireeet ettt ettt sttt s bbb e e sbeseebenesbene 82
Switch custom critical tNreSNOIA EXCEEA .....ouiuiieieee ettt b et s b et b e se b sa bbb sbebens 82
TIEESNOIA ALGITNIS. ...ttt sttt ettt ettt h e s b e st s b e st sk e st et e st et e st e b e st s b ea e e b eatebeae e b em e e b et eben b ebe b eb et e b et eb et eb e st ebenbebenbenens 82
CPU ThreShOld @XCEEAEM. .......cieuiieieieieteteete ettt ettt b st b e s bbbttt e st et e st s b e st s beae s b e st e b et ek et ek et ebe st ebentebentebe st ebesaenas 83
MEMOTY threSNOIA @XCEEARM.......c.eiieiieiieite ettt b ettt bbb s sttt e st st et s b e st s b e st s b et ek et ek et ebe s ebe e eb et ebentene 83
Disk Usage threshold @XCEEARM. ..ottt ettt st st b et st bbbt a bt nesnes 84

The drop of client coUNt threShOld EXCEEAEM........c.oveirieirieerieeere ettt sttt sa e sa e sbe e sbesesbenessesassensesans 84
License threShOld @XCEEAERM.........ouci ettt a et sa et sr et r et b e b e s e enene 84
HDD hEalth A@Eradation.......cceeiriririniniinienieniesietet ettt sttt st e st st s b st s be st e s besbe st et et et e st e st est e st eseeseeseebasbesbesbesbesbesbessensensensensensan 85
Rate liMit fOr TOR SUIPASSEO.....cuiiiieiiieieiteitsesesestestestestesteste st et e st et et e st s st e sessessesbessessesbesbesbebessensentensesaesseseeseebesbesbesbesbesbenbensenes 85

The number of Users eXCeeAEA IS IMIT.....ccui it b et sa st sne bt nnenens 86
The number of devices eXCERARMA IS lIMIL.. i ittt bbbt b e bt a bt e bbb b be e ebensesesaenes 86
OVEr AP MaXIMUIM CAPACITY . ceuteteiiieiieiiirtrieeiestest ettt ettt ettt et s s bt s b s b e b e s b e s b e s b e s e s e e e e et e se e bt e bt e bt e bt s bt sbesb e sb e s b e sne s ennennennns 87
TUNNEI ALGITNS = ACCESS POINT. .ttt sttt ettt et s sttt be st s b et b et e b e e b et ebe st e b e st eb et e b et eb e s e ebe b e b et e st b e st b ebe et enesbenesbenesbenenee 87
AP SOftGRE gateWay NOT FEACNADIE........c.oiiieeee ettt b et b et b e st b e bbbt be st ebe b ebesbesesbenesbenens 87

AP is diSCONNECTEd frOM SECUIE SAtEWAY....co.ecerueirieirteietetetet ettt b sttt s et sttt be e b et e et e st s b e st sbeae s b e st ke st et et et et ebentebentebeneebenens 87

AP secure gateway asSOCIAatioN FAIlUM.......oo ittt b ettt ettt e b et be e b e e 88
EVEINTS TYPES..ccceiiiiiitiiiteninieinitensiieesssteessseessssstessssseesssssessssssssssssessssssessssssssssssessssssessssseesssssessssssessssseesssssessssssessssssesssssassssnsessse 89
ACCOUNTING EVENTS ...ttt st b e st s h et st e bt st e s b e s b e e bt e b e sh e e bt s as e SR e e s e s R e e b e e mb e bt e ab e e bt e b e shtenbeeasesre e b e snnenesnnenne 89
ACCOUNTING SEIVEr NOT FEACNADIE. ...t sttt ettt et ettt et et e s s sbesbesbesbesbesbesbesbensens 89

AP accounting response While iNValid CONFIZ.......ccvruiiririririricereireree ettt e s e a e es e e ssesesseeeseseenas 90

AP account message drop while N0 aCCOUNTING StArt MESSAZE.....vviriririeriirierierietetete ettt s e sbesbesbesbesbesbesbessensensensens 90
Unauthorized COA/DM MESSAZE ArOPPEM....ccuiiiiriirierieieieietetsesiesesessessessessessessessessessessessessessessessessesessessessessessessessessessensensenses 91

AP COMMUNICATION EVENTS.....iiiiiiiitiiiieeietcctctcte ettt ettt ettt et b s b s b s b s b e b e b e b e s e e e b e a et et e st ebesbeebesbesbesbesrens 91
AP dISCOVEIY SUCCEEARM. ...c.ecuiieiirieitrieerteee ettt ettt ettt b st b et b bbb e bt e bt b e bt s b e st s b e st s b em e e b et e b em e e b e st eb et e b emeeb et eb et eb e sebe st enenbenenee 92

AP TNANGEET. ...ttt ettt b et b et b et b et bt eb et e b st e bt s b e bt s b e bt b e st b e s b e s e e b e Rt e b e Rt e b e R e b e a e ek e e e b e e e b et e b ent e b et e bbbt et e bt et e bt et ene b ene e 92

AP TEJECERM. ..ttt ettt ettt sttt ettt b bt b st sbea e b et e bt ek et e bt e b et b et e b et eh et eh e ek h e he Rt b e R e ke st e b e Rt e b entebea e e b et e b et eb et ebentebens 92

AP fITMWAIE UPAAEA. ....eieiiieiiietertet sttt ettt st b et b etk et e b et ek et e b et e b et eb et eb e st ekt s b e bt st e st b ese et es et e st st e st sbe st sbe st et et et entesen 92

AP fIrmMWare UPAate fAIlE.......ciiiireieieiee ettt b e st b e bbbt et e st e st st e st sbeaesbe st s b et sk et et et ebe st ebeneebenees 93
UPAtING AP FITMIWAIE........eiiieieieieieirieteteesie ettt ettt et b et b st eb st ebe s aese st ese st ese st e st eseneebeneebenesbene ek e st eb e st eb et ebensebensenetesesesessenis 93
UPdating AP CONTIGUIATION......ciitiirieieieieieieiet ettt ettt sttt et te st sbesesbesesbesesbese st enesbenaesensesenseseneesersesessesessesessesessesensenessensssans 93

AP CONFIGUIAtION UPAATEA. ...c.ecviieeiieirieirieirtee ettt te st et st ettt b e s et e e e se s es e s e sasses et esessesessesessesesenanseneeseneesenessenessenenss 94

AP configuration UPAAte fAIl@U.........ciiviiriieeccee ettt sttt ettt e et e e st e s e e b e e e s e e et e e es e s ese s eseneenenes 94

AP pre-provision Model MISMAatCREd.......coiiiiiiiiiicceeres ettt ettt et s s b s e st e sbe st e sbesbesbebensensensensennen 94

AP SWap MOl MISIMATCNEU......ciiiiiiiiirererere ettt ettt sb st s e sbesbe st e ae b et e s b et essessesaesassassesbesbesbesbesbesbensensensansons 95

AP WLAN OVEISUDSCIIDEM. ...ttt ettt ettt st b et bbb e b e b et e b e e bt b e bt sb bt s b ene s b e st b enesbesessenesnne 95

AP illegal tO ChANEE COUNTIY COR....iiiiiiiiiiieietet ettt ettt ettt b et b et b et bt ekt b et e b et e b e b e bt s b e st sbe bt sbese st e e nbeneebenesbene 95

AP CONFIUIatioN SEL FAIIA. ... ittt b bbbt b bbb bt b e bt b et st et et et eb et sb et e beneebenees 96
ROBUE APt b b bbb b b e b b e bR d e h b S h e bR b e b b e b e e bt e b st e s b e b s he e b e 96
ROZUE AP diSAPPEAIEM. ... cuieueuirieuietetetetetet ettt ettt ettt b et b st eb st e bt st e bt st e st b e st et e st et e st ebe st sbeat b ea e s b eae ek entebeabebe st ebentebenteb et ebensebestebesbenens 96
ClASSITIEA ROGUE AP......eeuiiiieiiieiertee ettt ettt b et b e st b et ekt ekt e bt e b et e b et e b e b ekt s 4o st b ebe st e st b e st et en e e besesbe st sbenesbe st et entebentesentesens 97

AP IMAEZEe SIZNING TR ....eceeiiieiec ettt st bbbttt b et e s b bt b b b 97

Ruckus SmartZone 100 and Virtual SmartZone Essentials Alarm and Event Reference Guide, 5.1.2
6 Part Number: 800-72349-001 Rev A



JAMIMUNE TEACK. ¢+ttt ettt ettt st b e s bt sk e st et s b e st e be st e b et e b et e b et eb et e b e s ebe st ebe b e s et e st sbe st sbenesbenesbenesbeneenan 97

KEY BN Tl bbb bbb bbbttt h bt a b 98
KEY TS Tl vttt sttt sttt st s st st b e st b et b stk etk et e b e st ek et b e Rt e R et e R e e e h e s ek et eRe s eRe s e s et eseeaenesbenesbenens 98
(NG Yo 1130 =11 N C TR 98
LV T o o L=T ol 7- | OO RS PRSRRRRR 98
IPSEESES Tl ettt h e s bbb bbb bbbt e b e Rt e Rt e Rt e Rt e Rt e bt e Rt e Rt e R e e b e e b e e R e e b e e b et et et et et ententeneeneeaees 99
FW N @NUAL INITIATION ettt ettt ettt et st s be s b e s besbesbesbe s b e bebesentensestensesseseensesaeseesaesesbasbesbesbesbesbessensens 99
AP ManNagemMENT TSF daAta....ccueoiiieirierietirieereere ettt ettt ettt et b et st b et b et b e b e b e b e e be b e bt e e bt e b esesbeseabe st s b e e nbenesbenessens 99
AP TSF fAIIUT ittt sttt ettt et e a e s b e st e st e st et et e s et e st e st e st e st e st e st es e e b e e b e e b et et e b et et e e e Rt et e Rt e Re e R e ebeebeebeebenbenbs 100
AP Sl LSS . tititiititetertete ettt ettt s e st st et et b et et et e Rt et e e b e e bt b e et e e A et e A et e Rt et et e Rt e Rt e Rt e Rt e Rt e Rt eh e e bt e b e e b e ehe e b et et e tententententeneenees 100
FIrmMWare INITIatioN UPAAte.......oociieiieee ettt b et b et b st b e bbb bt eb et e bt st e st s b eat s bene s b e st et ene et et ebe st sbeneebenes 100
DiSCONTINUOUS CRANNEL...ccuiiiiiiiiiiiiiiiisisesteste ettt ettt et e et st e st e s besbe st et e be s e sesaassessasseseeseesseseesaeseasessasbessessessassansansassassasaane 101
SSH INITIATION et eteetterte ettt s et e st e st st e st e et e sbe e st e ess e beses e beessesbeenbesase b e ensesseenseessense e s s e beeasesae e st e sas e beenbenbeenbenseetesanenbeens 101
SSH TOININATION .ttt ettt ettt ettt et b e bt e bt e b e s b e e b e b e b e b e b e b et e st e st e st e st e st s b e e b e e b e s b e e b e s b e s b et et e b enbensententeneas 101
SSH AUttt sttt ettt et et et e b et e b et e b e e ek e s ek et e Re s e R et s et e Rt Ao Rt b e Rt bene ke s et e s et e e eteneetenesrenea 102
TLS TNIEIATION. ettt ettt s et e bt e bt e bt e ae e s bt e st s b e e b e e a s e b e e s e e s Rt e s e e b e e bt e R e e Rt e et SR e e Rt ea R e Reen e e seeaneeheeresanenreens 102
TLS LOIMUINATION. ..ttt sttt ettt et e s bt et s a e bt s st e s b e e e e sb e e b e s b e e st eae e b e e asesh e e s b e e st e s s e e st e st s at e bt emsesheea s e sae et e e e enseennennnennes 102
TLS @U@ttt st st b s bbbttt et e st e st e ae e bt s bt e b e s b e s b e e b e s b e e b e b et et et et et e n b e Rt et et e Rt e a e e R e eaeehe e b e e b e sbesbenbenben 103
[P S IMITIATION . cutetteterieeteete ettt sttt et et e s et et e s bt e st e e at e s bt et e s he e b e e st e saeeabesbeeasasbe e bt eae e s bt e a bt s bt e b e e a b e b e e nbenb e et e shee bt enbenbeenbenas 103
[P S LB NIINATION. ¢ ittt et s et st et st e st et e s ae et e s bt e b e sabe s b e et e s bt e st e eabesse e st e sbeeabeehe e bt e abesh e et e s he e beeatenheeabenaeebenaeen 103
[P SEC FAIIUTNE.uiititetetetee ettt ettt ettt et e st e st e st e b e e b e e be s b e s b e e b e e b e e b e b e be b et et e Rt e Rt e Rt e Rt e Rt e Rt e R e e R e eb e e b e e be e b e e be et e et e benbenee 104
AP LBS EVENTS. ..ottt sttt sttt et st et e et e s be st e s bt e abesh e e besatesbeensesseeabesheenbesate bt e abesheen s e e Rt e b e e Rt e bt e a b e e bt e abesht e beeatenbe e beeheenbeeatebeeatens 104
INO LS MBSPONSES. ...ttt ettt ettt st b e s bbb bt ettt e e st e st e Rt e bt e bt e bt e b e e bt b e b e b e b e b e b e b et et et e nb et e st e st e bt e beebeebesbesbenbebes 104
LS QUENENTICAtION fAIIUIE...eictieiicticiceec ettt ettt et s b e st et et e b e s e e s s e st ese e st eseeseeseesaeseeseebesbessesbessebessansansansans 105
AP CONNECLEA TO LS. iiitiitiitiiieietetetetet ettt et et te st e st s b e st e st e be st et e st eseeseeseeseeseeseese et eesees e s et ansantassansansassesseseaseeseeseeseasassestensensansanes 105
AP fAIl€0 1O CONNEEE L0 LS...iiuiiiieiiieieietetet ettt sttt ettt st ettt s b et s b etk et st et e be e e be st e b enesbe st e b et et et e ke s ebe b ebesenetesesenessenas 105
AP STArTEA |OCATION SEIVICE....uiieiiietiieiirtete ettt te st sttt et st e et e e s be e et e e ssesesbesesbesesb e st eb e s es et esessesensesestesesesessenessesesanens 106
AP STOPPEA |OCATION SEIVICE....cutiuieiieiieiteiteteeet sttt ettt ettt st sb s b st s b e s b e sbesbe s b e b e benbe s et ent et enteneeseesesbesbessesbessensenee 106
AP received passive CaliDration rEOUEST.......cciviririecc ettt sttt et ettt et et e et e s s b s b e s b e sbesbesbesbenbensenes 106
AP received PassiVe fOOTFall FEOUEST.......ccuv ittt ettt st st st st st st et e b et e s e e e s ssassassasbesbessesbesbesbensens 106
AP received UNIECOSNIZEA MBOUEST....iviriertereietetetse st se st siestestestestestesteste s et et et eseesessessesbesbessessessessensensensessentensessessesessessessesses 107
AP MBS EVENTS ..ttt sttt st sttt ettt et et e st e st esesbesbe s b e st e s b e s b e st e st e b et e st e st eneen s et e s e eae oAt e R e eaeeRe e b e e b e ebeebeebe s b e nbenbenbenten 107
EMAP dOWNIink CONNECEEA £0 IMAP.......oiiiiiiiiiiristeseste ettt ettt ettt st e st e st e st e st e besbessessessessessesseseesseseebesbesbasbesbesbesansanes 108
EMAP downlink diSCONNECLEA FrOM MAP......cuiiiieieietetetetet ettt s e st e st et et e st e s e e et e e e st e s e sseebesbesbesbesbesbesbebessessensensensansassases 108
EMAP UPIINK CONNECLEA £0 IMAP.......cuiitiieiiietetetet ettt ettt sttt sttt ettt b et bt s b et e b et e b e b e b e b e b et ebe b eb et ebe st ebesbebesbenenbeneaee 108
EMAP uplink diSCONNECLEA frOM MAP.......c.iiitiieiiteesteee ettt stttk ettt b e e b et b et e bbbt st e bt st ebe st e bt st ese st esesbenesbenes 108
IMAP diSCONNECEEA. .. e tiiiieieieieeetee ettt et e st et e st et et et e e ese e s e eseeseeseeseeseesesbe s e sassassassasaassassassassaseeseeseeseasesbesseasatesessansansansan 109
MAP dOWNIINK CONNEELE. .. .c.iiiiiiieiiieirieirie sttt et ettt sttt et s bt ek e st et s s ek e b ebe s ebe b ese s ese st ebesbesesbenesbenebenesbenessenessenessenens 109
MAP doWNliNk CONNECLEA £0 EIMAP......c..ciiiiiieirteietetetet ettt ettt sttt te s be e s besesbesesbesesbese st ensesensesansesensesessesessenesasens 109
MAP downlink diSCONNECLEA frOM EIMAP........civieirieirieitrieerietsie st este e ssesestesesbesesbeseesessssessesesesessesessesessesessesessesessensssensesensesans 110
RAP dOWNIINK CONNECLEA 1O IMAP ..ottt ettt sttt s b st ettt et ettt et s s e s be s b sbesbe b e b e st e benbensententennenteseesessessassens 110
MAP UPIINK CONNECLEA T0 EMAP.......oiiiiririeriertistesiesteste ettt ettt et s b e st e s b e sbesbe st e besbe b e sesaesae st esassesbesbesbesbesbesbesbensensensensen 110
MAP uplink diSCONNECLE FrOM EIMAP....c..iiiieietetctctetrte ettt sttt ettt et s e s b e st e st e st e s be st e st et et e b ensenaesaesassasbessessens 110
MAP UPIINK CONNECEEA 1O RAP......oiiiteteerteerte ettt ettt s b bbbt e b et e bt st bt s b bt s b e st b ese st esesaesesbesesbenesbeneas 111
MAP UPIINK CONNECLEA 1O IMAP ...ttt ettt ettt b et e bbbt bbb e bt s b e s b et st e e et esesbe st sbenesbene et eneebeeenen 111
MESh STAte UPAALTEA 1O MAP......oiteiteete ettt ettt bbbt b et b st b e s bbb e bt b e b e b e bt st e bt et ebe st ese s b e st st e et enesbenenbenesbane 111
Mesh state updated t0 MAP NO ChANNEL...c.oiiiiiieee ettt sttt b s bbbt bt e et et be e be e sbeneas 112
MESh STAtE UPAALTEA 1O RAP....c.. ittt sttt et ettt et b et e b et e b et e bt e b e st e b et ek e b e b e b e b et e b et ebe st ebesbebe st ebesbenebenenee 112
Mesh state update t0 RAP NO ChANNEL....c.oiiiiiiiieeeee ettt sttt sttt s b et s be e b et et st naebe s enens 112
MAP dOWNIINK CONNECLEA T0 MAP.......cuiieiiieiirieitrietrtete ettt sttt sttt ettt e bt e b et e b et e b st ese s b ese st ese st esesbeseebenesbenesbenesbenesbenens 113

Ruckus SmartZone 100 and Virtual SmartZone Essentials Alarm and Event Reference Guide, 5.1.2
Part Number: 800-72349-001 Rev A 7



MAP downlink diSCONNECLEA FrOM MAP.....c.ueiieiieeettecet ettt ettt re e st e st e s bt e st e e sbeesabeesstessseessbeesssesabeesabeesseesnteesasesnnees 113

RAP downlink diSCONNECEEA FrOM MAP.......cucuiiririeiceiirteteetrt sttt sttt b ettt b ettt b b eb et ees 113
AP STAtE CRANZE EVENTS....c.eitiieiiieiirieiirieierieertetste e steseste st ste e s teses b et ssesesseneesestssasessetesessesessesessesensesersesessessssesessesessenessenessensesenseseneesenens 114
AP FEDOOTEA DY USEI .ttt sttt ettt et ae s h e s b s b e s b s b e s besbe b e b et e st e s b e st e st esae st enteseebeebeebesbesbesbesbesbenbentens 114
AP FEDOOTEA DY SYSTRIML ittt ettt ettt st b s b s b e s b e s b e s b et et et e st et e st e st ene e s e e beebesbe s b e s b e s besbe b e benbensennens 115
AP AISCONMNECLEM. ...ttt ettt sttt s e e b e s b ae e b e e b e e bt a bt s e e bt b e st s ese st e st saesesresesr e st ereneenennnen 115
AP [P address UPAAtEa.......ccueieiiiririninisesesese st sttt esa et et st ese s s e stessesbessessessessessensensensensensensessessessesessessessessessessessensensensones 115
AP 1St 0 FACLONY OTAUIL. ..ottt ettt s bbbt e b b e e b e e e b eneebesaenennenens 116
AP CRANNEIUPAALEA. ...ttt b et st b et b e b e e bt e bt e b et e b e e e b et e bt s b bt b e b et e st st ebenbebensenesbenesbeneas 116
AP COUNTIY COAE UPAATEG..... ittt ettt ettt ettt b et b et b et b s b e b e s b e bt e b et e b et e b et ebe st ebesbene s b e stk ene st eneebeneebenesbenesbeneas 116
AP channel updated because dynamic frequency selection (DFS) detected @ radar........ccceoeeveeeneenieenieenieenieeneeseeneene 117
AP ChanNge CONTIOL PlANE....ceiieiiieiteeeteee ettt sttt sttt ettt b et s b et s b et e b et ek et e b et ebe b ebe st eb et ebe st ebe st ebesbenesbeneaee 117
AP COMNECERD. ...ttt ettt ettt ettt b etttk et et ebe st e b eae e b et e b et e b e s e b e b ek e s ehe st ebe st ebe b eb e st euesbe st ek enesbent et e st ebentebeneebenea 117
AP EIBTEMA. ...ttt bbb bRt s e b bRt b bttt bRt a b bt es 118
AP NEAIDEAT IOST ..ttt st b bt b bbbttt ee 118
AP LAZEEA @S CrIICAL.cueruirtietirtirtertee ettt sttt ettt et et et e e st e bt s b sb e s b e s b e s b e b e s b et et et e b e n b e st e Rt e Rt e R e e b e e besbeebenbe st e tenten 118
AP cable MOdem INTEITACE GOWN......c.c.iiiririetiiiririrtet ettt ettt sttt b et s b bt et be e e e st bebeaesesbebenenenes 118
AP DIOWNOUL ...ttt ettt ettt et st s b e s b et R et R e e b e b et s bt e b e e e b et e b et b e e e bt e s e e be e ebenaese e esesnnes 119
AP cable MOdem POWEI-CYCIEA DY USEI.c..iiiiiiiiriiirierereseseste sttt ettt ettt sbe st st s b st et et et et e s e b e e esaesaesassessesbesses 119
AP SMart MONILtOr TUIN OFf WLAN ...ttt ettt b bbbt st b et b et b et s b et sbesesbe e e b e e ebenaeseaenens 119
AP client load balancing liMit FEACNEMA. ..ottt sttt et nes 120
AP client load balancing liMIt FECOVEIEA. ......c.ur ittt ettt b s bbbttt e et be e sbe e sbeneas 120
AP WLAN SEate CRANZE.....c ettt b et bbbt st be b bt s b e st b et et e st e b e st et e st e beneebentsbea b e b e b eb et ebensebentebeneebensane 120
AP CAPACITY FEACKNEM. ...ttt ettt b et b et b st b e st b et e bt e b et eb et e bt s b e st s b eae b e stk en et et ebe st e b et ebe b eb et ebenaenes 121
AP COPACITY FECOVEIEA.....cueuiitinietiietirteie ettt ettt sttt sttt sttt sb ettt e st te st st e st ebe st sbe st sbe st s b e st eb et e b et ek et ebe st e b en b e b et eb et ebesbebe st enebenesbenessenetan 121
AP Cable MOAEM INTEITACE UP...iiuirieiirieiirieirieerieerte sttt ettt ettt s be st st et s b e e s b e e sk et et et eb et ebeneebentebestebesesessesesenens 121
AP cable Modem SOft-reDO0OTEA DY USEI .....cccirieirieirieieieeceeee ettt sttt be s b e st e e st e s e b e s esensesennenenes 122
AP cable modem set to factory default DY USEI ...ttt sttt s e se e ssenessanens 122
AP health NI 1aLENCY Flag....vcirieeieiieiietre ettt ettt e ebe e st e st s b ese st ese st e e et eseeseneesasseseneeseneeseneens 122
AP Nealth [OW CAPACITY Tlag....ccciviririririereieteetete ettt sttt ettt et ettt e s e s b e s b e st e s b et e be st e benbensenbensenaentesessesbessessens 122
AP health high cONNECLION fAIUIE flag.......civiiiiiriiieieeec ettt ettt s e sbesbesbesbesbesbesbesbenbensans 123
AP health high ClIent COUNT FIAG.....c.cieiieieiee ettt b e bt sa bbb a s e senee 123
AP NEalth NG 1aLENCY CIEAT...c. ittt b et b bbb bbb bt st bt s b bt st e b et e st st ese b e bt sbenesbenesbeneas 123
AP NEAITN [OW CAPACITY ClOAI ... ittt b et b bbbttt et s b st s b e st s b e st s b e st e b et e b et ebe s eb et ebeneebenene 124
AP health high CONNECLION fAIUIE ClEAI......ciiiiieiiieeeeee ettt sttt ettt b et bbb e et nseben 124
AP health Nigh ClIENT COUNT ClEAI......ciiiieieieieete ettt ettt bbbt sttt st et st e et e e b et b e e ek et ebe b ebensebens 124
PrimMary DHCP AP IS QOWN.....couitiiiirieirieisiet sttt sttt ettt ettt b et b et e b et e b et eb e st e b e st e se st ebe b ese st es et es e st enesbenesbenesbenesbenesbenesbeneebane 125
PrIMQAry DHECP AP IS U vttt ettt ettt st st st st e st st st et et et et e st e st e st e bt e bt e b e ebesbesb e b e be s e b ensensenbententeseestebeesesbesbesbesbes 125
SECONAAIY DHOP AP IS OWN....itiiiieiiieiirieirietsiet st ste s te st et e tesaese st eseseesesaebesaesessesessesessesessesesenessasessesessesessenessensesensesensesensesenes 125
SECONAAIY DHEP AP IS U utiteieieieieieiteitsteste sttt sttt st ettt ettt et e s st sae s bt sbesbesbesbe s b e s b e b e be s enbensensententensententeseentesesstssessesbessesens 126
Primary or secondary DHCP AP detects 90% of the configured tOtal IPS.........ccoeviveirieririeineirecneesieese et esse e eenens 126
Both primary and secondary DHCP Server APS @re QOWN......cocverierierierieieinteesesesesessessessessessessessessessessssessessessessessessessensens 126
AP NAT gateway IP failover detected for particular VLAN POOL.....cc.ccviririririnininenesesiesiesiesteste et ssese s eeseesessessessessessesees 127
AP NAT gateway IP fall back detected for particular VLAN POOL.....c.coccerivriiniinniineeeeneeeieeeieeei et see e 127
NAT VLAN capacity affected detected by NAT gateway AP at zone due to three (3) consecutive NAT gateway
AP IPs are down for Particular VLAN POOL. ..ottt ettt ettt ettt st se st be e b naebens 128
NAT VLAN capacity restored detected by NAT gateway AP due to (at least) one out of the three (3) consecutive
NAT gateway AP [P WEIre OWN IS NMOW UP...ccouiririerirtirteienieierietestesestesestesestesestesestesestesestesessesessesessesessenessenessenessensesenseses 128
AP NAT failure detected by SZ due to three (3) consecutive NAT gateway APS are dOWnN........cccoevevuerireeineeneenenenienesienenne 129
AP health high airtime UtIliZation flag.........cccveirieirieiieie ettt ettt e sbe e b e et enesbeneesen 129

Ruckus SmartZone 100 and Virtual SmartZone Essentials Alarm and Event Reference Guide, 5.1.2
Part Number: 800-72349-001 Rev A



AP health high airtime ULIlIZAtioN ClEAI........ciiiiieeeee ettt sttt et be st be bbb be e ee 129

F N [V WY gl = 11 [0 1Y =T OO OO ORI 130
AP ClUSTEI FENOMIB. ittt e et et e e e seebeebeebesbe et e st e sb e b e b e besbessessessassesseseesseseeseeseesaeseeseesessesbessestessensessassansanaans 130
BackNaul SWICNEA £0 PrIMIAIy...cccuciiiiiiirirereresesteste ettt ettt ettt st et s b st s b e st et et e b et et et e st e seeaesbesbesbesbesbesbesbenbensensen 130
Backhaul SWItCNE £0 SECONTAIY....ccuiviririiiiiirieetetetet ettt sttt ettt et et et et et e b et e st e e e sesseebesbesbesbesbesbesbesbesbensensensenes 131
LTE NEtWOIK CONNECEIVITY [OST.uuiuiiiiiiieieieiieierieeiesiest st st sttt ettt ettt s st st e st e s be st et et et et e st essenaesaesesbesbesbesbesbesbesbenbensensensons 131
Ethernet NetWOIrK CONNECLIVITY [0St ittt sttt s bbbttt e b e e et e b e s be s b e s besbesbesbe st e besbensensensensensenaanens 131
I T [ o 0 =T 1 L USRS 132
BN EINET LMK QOWN. .ottt e et e et e it e s bt et e e ta e s beesbesbaesbeebsesseessanbeesbestsantesabetaesbesssesbaesaensaessabeensesbsensesssansans 132
BN NEE IINK Uittt etttk b et bt b et e b et e bt e bt b e bt b e b et e b et e b e et es e et ene s b e st e b e st ek et e b et ebe e ebens 132
SIM SWIECN. .. ettt ettt et et e et e s te et e ete e beeteeebeetseebeeabesssenbeessasbeeasesssaaseessenseessesseeabeshseabeesseabeessesseesbenssenseessenbeeasebeensenses 132
REMOLE NOST DIACKISTEA. .....viiuiiiieeiecteeteeeee ettt ettt et et e te et e e beebe e te e beesbebeeabeeseeabeessenbesasesseeabesbeeabeessesseessenseesseseenns 133
SIM FEIMIOVAL...c.tieueiiteete ettt ettt ettt ettt e vt et e et et e eteeeseetseeseeasesbeeaseetsebeesseaseesseessenseessenseeasebeenseessenseeasenseessessenseessensesasenteensesssensanns 133
LTE NEtWOIK reZiSTration STAtUS....ccivirieiiririeietiieieieiet ettt ettt sttt sttt et et e sbesesbesesbe st st esesbeneebentebenesbentsbenesbentebensesensesensenens 133
LTE CONNMECEION STATUS.c.uutiiieiiieiiieeritesttesteeste et esteesttesteestee e beessbeesaseessaessseesssesssaesssesnsasssseessseensaesssesnssessseenssesnsessseessseenseesssesnsnes 134
AP AUTNENTICATION EVENTS.....tiitiiiieieseecist ettt ettt et e e s e et e st et e e st e st e essaaseesseeseeseessesseesseassessaesseseenseaseensesseesseensessaessensaenseassans 134
R Lo TS Y=Y V=Y G =T Lol a =1 o =TSRSS 135
R T IO Y=Y V=Y G U T T a=T- Ll g =1 o 1 SRRt 135
D Y=Y Y =T [l a =1 o] =T USSP 135
LDAP SEIVEI UNTEACKNADIE. ... ittt ettt et s bt et e e a et e e ab e s ba e st e esaesbeess e beeabestsessesasessaesaesseessesssensesssansesnsessnnn 136
AD SEIVEE FEACKNADIE ...ttt s e e e b e s be et e e beeabeeteebeeasesbeeabesbaesbeesseabeeseenbeesbeebeenbesaeenbeeabenbeetbenreertans 136
AD SEIVEE UNTEACNADIE. ... .. ettt ettt e st et e e e e st e et e e beeabeebeeabeets e beesbaabeeasesssesbesssesbeessassessasbsenbesasanbeessessaessanes 136
Wechat ESP authentication SEIVEI rEACNADIE. .........oui ettt ettt et s b e e be e be et e eas e beesbeeseeabesbeeabestnenreens 137
WeChat ESP authentication SErver UNTEACNADIE. ..........o.iiv ittt ettt e a et beeasebe e s eebeeabeebeenbesanenveens 137
WeChat ESP authentication SEIVEr FESOIVADIE.........c.ici ittt ettt ettt eb e et eaeeteebeesseeaeeaseeseennesasenseensesaean 137
WeChat ESP authentication SEIVEr UNIESOIVADIE........c.uciiiieceeetesteet ettt sttt sttt e st e b b e e e e seebeebesbesbesbesbesteneas 138
WeChat ESP DNAT SEIVEI FEACNADIE........cieieeeeeeeeetecee ettt ettt e st st st e st e st et e b et e b esaesaebaebeesesbesbesbestestessensanean 138
WeChat ESP DNAT SEIrVer UNTEACNADIE........ci ettt ettt st s b e et e s be et e e se e seeseeteesnesreensesnes 138
WeChat ESP DNAT SEIVEI MESOIVADIE........i ittt st e et e et este e ae st e et e e se e teessessaessesssesseeseessesssassesnsesreansenns 139
WeChat ESP DNAT SEIVEr UNTESOIVADIE.......oc ittt e et et e st e s te e e e s re e st e sasesseessesseessasseensensnensenns 139
AUTNENTICATION ALLEMIPES. c.eetirtiriertertertetet ettt e st e s te st e st et et et et et et ebe s b e e b e sbesbesbesbesbesbesbestesbensensessesaesaesesbesbesbesbesbesbentensen 139
AULNENEICAtION UNSUCCESSTUL ...viiuiiiieiecie ettt ettt e b e s ta et e e ta e beeatesbeeabestaasbeesaesbeessessaesbasssenseessesbeensessaeseessesses 140
AUTNENTICATION RE-GEEEMIPL... ittt ettt ettt b st b bbb b st e bbb s b e bt s b e bt s b e stk et et et e b e st sbene s b e st e b et eb e e eb e b ebe b ebeneenenee 140
AULNENTICATION 8027 ...ttt ettt et et e et e et e s be e b e s baesbeesseabeess e beessesbeeasesssesbesssasbaessansseasaesseasesasesteeasesbaessasssensasssensenanan 140
AP LOCAI SESSION TIMEOUL....ectiiieitieieeteeeie et et et e eteetesteeeteeteesbeebesteebeessebaesseseessesseessesssesseessesseessesssensesssenseeasenbeessesasensesssenseessanns 140
AP REMOTE SESSION TIMEBOUL...eiitiiiiieiieeieeeieeette ettt eeteeeeteeeteesteeebeesseeebeeesbeebeesabeessae e baessseesseesbaeasaeenseessseenseesaseesssessseesssesnssannses 141
AP INTEractive SESSION TeIMMUNATION.....c.iiiieectee ettt et et e e e e etaeerteeebeeeteeeebeesabeesasesbeessseesaessseensaeebeesaseeseeenbaessseeseesnseensaesnses 141
AP USB EVENES....uitiitiieieeieeieteitetetestestestestestestestessessesseseessesseseeseesesseasassassassassassassassessansassassessessesesseesensessestensessensensessessessasensessessensensenses 141
AP USB software package dOWNIOAAEM........cccoueiriiiriiireirieieeee ettt sttt sa e stesesbesesbesesbesessenessenessesessenessenessanens 142
AP USB software package download fail@d..........coeireirieiiiinieirereseeses ettt st st sbe et enessesasseneesens 142
AULNENTICATION EVENTS... oottt ettt ettt s et st e e e e e s be et e s te e s s e abeesseeseesteeaeesseesseessesseessassaesseaseenseaseesseessesseassessaansenseanseessensenns 142
Authentication SErVEr NOt FEACKNADIE. ... ettt et e st e et e e ba e beese e beeaeesteensesrnessesseenees 143
Authentication failed OVEr t0 SECONTAIY......ciiviririirereere ettt sttt ettt b et et s sesbesbesbesbesbesbe st et e bensensensensonnen 143
Authentication fallBacK TO PriMAIY ..ottt ettt e bbbt b et b et e st b esenbesesaenesrenens 143
AD/LDAP CONNECLEA SUCCESSTUIY ..ttt ettt b bbb bt e bbbt sb bt sbe st st ene b enenes 144
AD/LDAP CONNECEIVILY TAIUIE....etiiitiieiiietet ettt ettt ettt et s b et btk e e b et b et e b et e b et e b et e b et eb e sbebesbese st ebenbenenee 144
BiNd failS Wt AD/LDAP.......eeeteete ettt ettt ettt et e e bt e be s te e beetaesbeessesseeabeessebeesseabeeabesbsesbeessesbeessasseasebsensestsenbeessesbeessensaensens 144
Bind success with LDAP, but unable to find clear text password for the USer.........cccoeverrerneninenneneseeeee e 145
RADIUS fails t0 CONNECE T0 AD NPS SEIVEI .....oocuieeeeteetecteeeteete et eete et eete et eeteeaeeteesseeaesseesseesseseesseaseeasesbeensestsenseessesteessesssensesseens 145
RADIUS fails to authenticate WIth AD NPS SEIVET .....cccciiieieieeeieieesese e s e steste s e ssessestesse s e s e s essesaesaeseesessessessessessessessassessansans 145

Ruckus SmartZone 100 and Virtual SmartZone Essentials Alarm and Event Reference Guide, 5.1.2
Part Number: 800-72349-001 Rev A 9



Successfully established the TLS tunnel With AD/LDAP.........ccciiiirirenieienteentee ettt sttt st sttt sbe e sbe e sbe e sse e ssenessens 146

Fails to establish TLS tUNNEl WIth AD/LDAP.........ciririririeirierieeteteste ettt ettt sa bt be st ese st esesbesesbesessesesbesesbesesbenessenease 146
AUTNOTIZATION EVENTS....cutiuiieiiieiirieiirieestees et e testste st ete e stes e et et eb e st esesaesessesessesesesessesessesessesesbenesteneesessesensesensesensesensesesaesessesessenesenesenersan 146
DM rECEIVEA FrOM AAA ..ottt ettt sttt ettt et e b et et e st st e st e b ese e b e e es e s es et ese st esesseseseseasesesbesesbesesbene st eneesenaesessesensesensesenenss 147
DIM NACK SENT L0 AAA ...ttt ettt ettt es et b et st b ettt be s ea et s bbbt s e b b e st s e b e b b e et e s e b e b e st e s b b eb et a e e b e b et b et ebeae st s e bebene 147
DIM SENTTO INAS. ..ttt ettt sttt et st e e s bt et e she e bt e abe s bt e a s e s a e e b e e a s e b e e s se st easesae e s e e ase s b e e a s e s et e beenteseeasenbeensesatenbeeasesreensenns 147
DM NACK reCeiVEd frOM NAS......oiiiiriririnterestet ettt ettt et e s e st e sbesbestesbesbesaessessessessesaestesessessesbesbe st esbesbesb e sensensensensensonsoneas 148
COA reCEIVEA FrOM AAA ...ttt ettt ettt ettt b st bbbt e e bt b e bt b e s et e s et e bt s b e st s b e st s b ene s b eae e b e e e b emesbesaebesesbenesbeneebenens 148
COA NACK SENTTO AAA. ...ttt b e s bbb b e a e et e bt e bt e b e e bt e b e s bt b e s b e b e b e b e b e e et e st e st emeebeebesbesbesbene 148
COA SENTINAS ..ttt ettt et e st h e bt e bt e bt e bt e bt e b e b e b e b e b e b et et e b et e e e se e Rt e bt e bt e bt e b e e bt e b e e b e e b e s b e b e nenen 149
COA NAK FECEIVEA NAS..... ettt sttt ettt ettt st sttt s bea e b et et et et et e be st e be st ebea e e b et eb et e b e b eb e s ebe b e b et ebe b ebeebebesbentsbenesbenenbenebentesan 149
COA QULNONIZE ONIY GCCESS FEJECL....eviuiiueuieteietetete ettt ettt et ettt ettt b et et e ettt e st e b et e b et e b et eb e s b ebe st ebe b ebe b esentesentenessenes 150
COA RWSG MWSG NOTIFICATION TAIUIE....coviuiriiirieieieieteetee ettt st sttt ettt b et et eb et e bt et s b b st ene b enenee 150
Control and Data Plane INTErfate EVENTS.......covc ettt st sttt sttt e st et te s be st sbe st sbe st sbe e s b e s sbessebeaesansesessesessenessenessesens 150
DP CONNECEEA. c..uiuieiiieiiieieieieete sttt sttt ettt st e b et ebe e ese st ebe st eb et et et es e e ese st ese st ese s ese s es e seseshesesbene st ene et enaesensebeneebeneeseneebensesereesin 151
GEPMaNAZEr (DP) AiISCONNECLEM. ....cuivieieieieieeeteee ettt ettt ettt ettt et e st s s b e s b e s b e sbe st e sbe b e s ente st e sententeseesesbesbesbesbesbesbensans 151
SESSION UPAALEA @ DP..oviiiiieiieieeieeiesese sttt ettt ettt s b e s b s b e s b e st e st e sbe s b e s e b e st e st este st e st e st e st eneeseeseebesbesbesbesbesbesbesbessensansans 151
SESSION UPAALE @t DP fAIl@0.....iiiiiriiiiieeeeeer sttt sttt ettt e e b e b s b e s b e s b e s be s b e st e st e b e s et ensenaenaenaenasrene 152
SESSION AEIETEA @t DP...eeiiiiiiiitiriisestesteete ettt ettt sttt s b st st st et e b et et et et e st e st e st e seeseebeeb e e b e ebe s b e s b e s b et e be b et entensentensenaennas 152
SESSION AEIETE G DP fAIlEA. ... ittt ettt e et a bt s bbb st b et ese st et ae e s b e sbe e b e e ne 152
C2d CONFIGUIALION FAIIRA. .. .eiteieteeteee ettt b st b bbbttt b et b e st be s b e st s b et s b ese st et st esenbenesbenesbeneas 153
ClIENT EVENES .ttt ettt b st b e st b ettt e et e bt e b e st s b e st s b ea e e b e e e b et e b e e eben e e b eateb et eb e s eb e e b e b e A b eh e b e R b e Rt b e st e b e Rt b ene e b et e b et e b e e ebn 153
Client QULhENTICAtION FAIIEU. .....cieiieeeee ettt ettt b et b et b et b e bt e bt e b et ebe st ebe st ebesaenes 154
ClIENT JOIN@. ...ttt ettt ettt ettt b e e b et e bt eb e st e bt beb a4 ebe b ebe b e b et e s et ebe s b e st s b es e b en ek en e et en e et en e et entebentebe st ebentebenseben 155
ClIENT FAIIEA £0 JOIN..iutetiieiiteerteerte ettt ettt b st b e bbb b s b e st e st et e st et e st e bes e s b eateben e ek et eb e b ebe b ebentenestebenbenesbenesbenens 155
ClIENT AISCONNMECTEA.....eceiirieieieirire ettt sttt st s b bbbttt b bt s b e bbbt s bbb ettt b bt n st ne 155
ClieNt CONNECLION TIMEA QUL .c..cuirieeirieiirieirieisieiste e sie e te e sbe sttt ettt ete e e se s esessese st es e aesessesessesesesasseseseseesenessenessenesenesanessensesn 156
Client aULhOrIZAtioON SUCCESSTUIY...c.ccviirieirieirietrieerte ettt sttt ettt e aesesbesesbesesbese st enessenaesesessensesensesensens 156
(@ 1= o1 = TU g Yo 2= u o] g T 7= 1 T=T o TR 156
ClIENT SESSION EXPITEA...ccuiriiriirtirtirieriertertet ettt ettt s e st e s testestestesaestesse st este st este st eseesessesbesbesbesb e sesensensensentensensensensesessessessessensens 157
ClIENT FOAMUNEG...euteiteieiiriireeere sttt ettt et st st e s besbe st e st e st e st et et et e st e st estest e st ebeeseebeebesbeebesbesbebesbensentensessentenaesaesaesassessessenss 157
ClIENT TOZZOA DUttt ettt ettt sttt ettt b e bbb e se e b e e bt s b bt s b bt b e st b e st b e st e b e st s b e st s b eme e b ene e b et e b et eb e s ebeneebeneebennane 157
Client rOAMING AISCONMMECLEM. ...co.iiiiieietiietesteet ettt ettt ettt ettt ettt et st et s b e st s b e st s b et b e e e b e e e b et e b e e e b et e b e e eb e saebesbene st esebenenee 158
ClIENT DIOCKE. ...ttt ettt b et b et b bbb e bt b e bt e b et e b et e bt e b e st s b e st s b ene s b ene ek et e b et ebe e et eneebeneebenene 158
ClIENT GraCe PEIIOM ...veuietiieiireeteteet ettt ettt ettt s b et s b e st s b et b et e b et e b e b e b et ebe b e b enteb et eb et eb e s b ebesbese st ebe b esenbesenbenessenis 158
ONboarding registration SUCCERAERM .......ccuveiriirierirtii ettt et sttt st b ettt et et e st s be st s b et s b et s b et e b e b ebe b ebenbebentebensene 159
ONDboarding regiStration TAIEA .........ccoveireirieee ettt ettt st s b et s b etk et et et e b et ebe b ebe b eb et enesaenesbenea 159
REMEAIATION SUCCEERAEM ....ouveuinieiiieiiieitrteertet sttt ettt ettt s bt s bt b et ek e s ek e b ebe s e b et ebe st es e s b es e b e st sk esesbe st ebentebenesbenesbenesbensans 159
REMEAIATION TAIIEA ..ottt et ettt b e e bt e b et e st s b eb e st ese st ene et esesbeneebenesbenesbenesbensesensesensenens 160
FOICE DHOCP AISCONNECLEMA ..uviuiiiieiieiieiteiteeeieete sttt sttt ettt ettt st s bt s b sbesbesaesbesbesbessensenbessententensenteseeneenessesbessesbesbessensens 160
VDS TBVICE JOINEA ..uveuieiieiieiieiteiteieeie sttt sttt sttt ettt et ettt et st sbe s b s be s b e sbe s b e s b e bese s e st et e st en s e st e st e st e st e st eseeseebesbesbesbe b esbenbenbensensenes 160
WWDS BVICE 1EL.iiiitiiiierieietetet ettt et ettt ettt et et e et e st e b e b e e b e s b e s b e s b e s b e b e s et e s b enten s e s b e st eseese e bt ebesbe s b e sb e s b e s be st et ensentensenee 161
Client is blocked because Of DArriNG UE FUIB.......cccviiieiiiiiiirtetetresese st sttt st st sa st et e e sbasbesbasbesbesbesbesbesbessensensons 161
Client is unblocked BY DArring UE FUI.....c..coiiiiiieeeeeee ettt ettt sttt bbb b b ee b nanes 161
SEArt CALEA MUIITOFINEG ClIENT ..ottt ettt ettt st s b et b e b e e e bt e b et e b et e b et eb e b e bt st ebe b esebenensesennen 162
StOP CALEA MUITOIINEG ClIENT ...ttt ettt st b e s b et b et b et b bbb b e b b et e se b e bt b e bt st esesbene st ene st e e nbenenen 162
WIF@A ClIENT JOINEA. ...ttt ettt ettt b et b st b e bbb b et e bt e bt e st s b e bt s b eae sk en e ket et et et entebentebentebenbebesbenesbenens 162
Wired ClIENT FAIlEO £0 JOIN..euiirieieieirte ettt ettt b sttt sttt et st et et s b e st s b et s b e st s b et ek et ebe st eb et ebenteb et ebetebesbenes 163
Wired ClieNt diSCONNECLE. ..ottt ettt b et b e st ae bbb e st e st et e st et e st e bentebe st e b et eb et eb et ebe e enensenenee 163
Wired client authoriZation SUCCESSTUIY.....ciiciviiiiiireieeeeee ettt sttt st b et et st et ebe st sbe e ebaneebenans 163

Ruckus SmartZone 100 and Virtual SmartZone Essentials Alarm and Event Reference Guide, 5.1.2
Part Number: 800-72349-001 Rev A



Wired ClIENT SESSION EXPINEA. ....iiiuiieiiietirieieriet ettt sttt ettt ettt s be bt b et b et et et et et et estebe st ebesteb et eb et eb e st ebe s ebe b ebenbebesaebestenesbenes 164

APPICATION IHENTITIEA. .. iietiieieieeet ettt sttt sttt et s b et s b e st e b e st e b et eb e s ek e s ebe st esensebetebetebessenesbenestanens 164
APPIICATION AENIEM......c.eiiiiieiiere ettt ettt ettt s et st e ket e s et ese s e sestese st esesaesessesesbenessenessenesseneesenesbenesbesesbensesensesan 164
URL filtering SErVEr UNTEACNADIE.......c.oviirteeee ettt b e st e s e st e se st e e st e e es e e eseneesenessaseesenesseeesas 165
URL filteriNG SEIVEN FEACNADIE...... ittt a e s e e st e s e s ese s b ese b e s e st eseetesessanessenessenessenessensesn 165
Packet SPOOFING AELECEEM. ..ccuiiiiiriiieieetetet ettt sttt ettt ettt et e et e bt s be e b e sbesbesbesbesbe s b e besbe b ensensensensensenaenesss 165
Packet SPOOTING AELECLEM. ...iciiiiiiirteieieet et sttt ettt et et et e e e e s s e s be s b e s b e ebe s b e s b e sbe st esbesbe s enbensensensensenaesess 166
PACKEt SPOOTING AELECLEM. ...ttt ettt sttt s b et bt e e b e e bt s b s b et e b e e e b e e e b e e eb e e eb e e ebeneesenes 166
PACKET SPOOTING AELECLEM. ...cuiietieetietet ettt ettt ettt b et s s e s b st b et b et et e b et s b et s b e st e b et e b e e eb e e eb e e ebeneebeneebenes 166
ClOUT EVENTS ...ttt ettt ettt ettt b e st b et b et e b et e bbbt st e bt s b e bt s b e st b e s e et e st et e st eb e st s b eaesben e e b ea e e b e meeb e b e b et e b et e b eneebenteb et eb et ebenbebensenens 167
CloUd SEIVICES ENADIEM......c.iiiieiieiieeee ettt b et b et b s bbb e st b e st e st et et e b e st sbeae s b et e b et eb et e b e b ebe s ebenaenenee 167
CloUd SEIVICES DISADIEM. ....cuiirieirieietetetee ettt sttt et s st a e s b e st s b et ket e b et et et e b et e b et e b et eb e s b ebe st ebesbenesbenebenessenesbane 167
Cloud ANAIYLICS ENABIEA. ..ottt sttt b ettt b et b et b et b et ek st be st e b et ebe b e b et ene b ebesbenesbenesbenens 168
Cloud ANAIYLICS DISADIEM......c.coviirieirieiriee ettt sttt sttt et e bt s b e ae s b ese s b e et ene et e st sbenesbenesbenesbenesbensesensesan 168
Cloud Services TOKEN REfTESNEMA. ..ottt bbbttt s b et st b ettt benes 168
Cloud ANalytics TOKEN RENEWE.......ccuiviiieiiieieteitete ettt sttt ettt ettt et e st s bt sbe s b e s b e s b essesbesbe b entensentensenseneesessessessessens 168
CIUSERE EVENES ...ttt ettt ettt st st e et b et et a et s bt s a st s b e Rt s R et e R et R e b e e s b et e b et bt e e bt seeresa st saenenenenee 169
ClUSTEr Created SUCCESSTUNY....oiiiiiririrerese ettt sttt s b s b st et et e b et et et e s ess e st e st esassesbasbesbesbesbesbenbenbensenes 170
NEW NOAE JOINEA SUCCESSTUINY ..c.eiuiririiriiriirerereeetetet ettt s e st s b st st et e st et et et e e et ebaesesbessesbesbesbesbesbebensensensensensannon 170
NEW NOAE FAIEA 1O JOIN. ettt ettt ettt st sttt b e b e b e e s b b et e b et eb e e eb e e b e e be e ebeneebenes 170
NOdE remMOVAl COMPIETEA. ...c.eiiiiieieieeeet ettt ettt ettt b et b et e b et s b et ebe e b e e e bt e e b et e b et ebe s ebe s ebentenensenis 170
NOAE FEMOVAI FAIEA. ...ttt ettt b et b e b bbb bt e b et e bt et e bt sbeae s b ene s b et s b et et e st ebe e ebeneebens 171
NOAE OUL OF SEIVICE....uiiiiietiiettrtettr ettt ettt st stttk etk et b et e bt e b et e b e st e b et e b et eb e b e b e b e b et e b et eb et ebe b ebesbebesbenenbenenbenenee 171
ClUSEEI IN MAINTENANCE STATE...c.eeuiieteieietetetet ettt ettt ettt ettt bt st a e e et et et et ebe st ebea e e b e st ebe st e b et eb et ebe st ebe b ebe b ebentebentenessenes 171
CIUSEEI DACK INM SEIVICE..... ittt ettt b et bt sttt et e b et et e st s be st e b e st e b et e b et ek et eb et e be b ebe b ebe e ebentebesbenes 172
ClUSEEr DACKUP COMPIELEA. .. .u ittt ettt ettt st et s b et b sb et ek et ek e e et et ebenteb et ebe st ebentesessenensenens 172
ClUSEEr DACKUP FAIIRA. . .uiieieieiieee ettt ettt et b et b et e b et e b e se ek e e e b e s eb e b ese b esesenesesessenessenesanens 172
ClUSTEr rESTOre COMPIETEM. ....ciuiiiiriietirieetertert ettt ettt st s b st st e b e s b et et et et et e s s e st e s e e bt s be s b e sbe s b e s b e sb e b et et enbensensenaeneeneenees 173
CIUSTEE rESTONE FAIEA. .. ittt b bttt b bt b bt s e s b b st s e b b et se bt e bttt ebenes 173
Cluster NOde UPErade COMPIELEA......iiiiiirieirtrtrerese ettt ettt et ettt ssesbesbesbesbesbesb e besbessensensensensessesaesassessessessesbessenses 173
Entire cluster Upgraded SUCCESSTUINY .....iiiiiiririrerereseseste ettt ettt ettt b e e e e ebesbesbesbesbesbesbesbebensensens 174
ClUSEEr UPErade fAIl@G......c.eiueeeeetiet ettt b et bbb bbbt e bbb e st e st s b e st s b e st s besesbemesbeseeneneenens 174
Cluster aPPlICAtION STOPPEU.....c.ev ettt b et b st b e bbbt e bt e bt e st sbebe s b e st s b e st s b e st e b e s e et et sbe st sbeneebeneebeneebeneenen 174
ClUStEr QPPIICAtION STAITEA. ....cuiieeeirieereert ettt ettt e b ettt b s b e st s bt s b et b et e b e e e b e b e b et e b et eb e b eb et eb e nb bt sbenebenenee 175
ClUSEEI DACKUP SEAITEA. .. vttt ettt b et bbb bt e b et e b et e bt b e bt st eb e b e st ke st b e st et ene st e st sbenesbenesbeneee 175
ClUSEEI UPEIrade STAIrTRA....c.eiuiieiirtetirieerie ettt ettt b ettt et ettt b et e bt e b et e bt e b b eb e st ebe b ebe b ebe b e bt bebe st enesbenesbe st st enesbenteten 175
ClUSEEI 1@AEI CNANZEA. ... . iieeiieiee ettt b et b et b e st b e e bt e b e bt e b et e bt st e bt s b ese s ke se b e st ste st sbe st sbenesbenesbeneas 175
NOAE DON INTEITACE AOWN.....ctiniitiietiietite ettt ettt st et b et e b et e bt et a ek e st ese st ese b e s e st entsbenesbesesbesesbenessensesensesans 176
NOAE DONA INTEITACE UP..iuiiviieiiiiirieirieirie sttt sttt ettt ettt e e b e e ek e s e e b e s eae s b ese st ese st esessenessesesbesesbesesbenesbeneesensesansesensesenes 176
NOJE [P addreSs CRANEZEA. ....co.eoiririiititreseree ettt sttt ettt st st et et et et et et e st e st e st e st ene e st eseebesbesbesbesbesbesbesensensansans 176
NOde PhYSICal INTEITACE HOWN.....c.iiiiiiieirieieieee ettt st e sa e ssese s b ese s s esesse s e et eseesasessesessesessesessessesersesessesensesenes 177
NOAE PRYSICAl INTEITACE UP.iuiiriiieieiiieieieteee sttt ettt s b e st e s b e st e s b e st e st e st e bebenbensensensentensessensenseseesessassessassens 177
ClUSEEr NOAE FEDOOTEA. ...ttt ettt a et b et b st s bt s b et s R et st e e b e e s b e st s b emesbeneeseneerennes 177
NTP LiMe SYNCRIONIZE. ...ttt ettt ettt b e bt b e e bt b b b et b et e be b e b e e ese st e st sbeneabene s b et nsenenen 178
ClUSEEr NOAE SNULAOWN ...ttt b et bt b et b et bbbt b et e bt e b et e bt n b bt s b e b et e bt b ebe b esebebenbenesbenenbeneas 178
ClUSEET UPIOAM STAMTEM. ...tttk b et b et b et e b et b et b e b e b e b e b et e b et e b et e b e b ebe st e bt st ebe st enenbenenbenenan 178
Cluster UPIoad COMPIETEA. ....ccuiuiieeiieietet ettt b sttt b st s b etk et et es et e st e be st s b et e b et eb et eb et eb et ebeneebensebenes 178
ClUSEEI UPIOAA FAIIEA. ...ttt ettt b et s b et s b et e b et e b et b et e bt e b et e b et e b et eb et eb e st ebesaebe b enebenenee 179
SSH EUNNEL SWITCNEA. ...ttt ettt ettt et e b et e b et e bt e bt st ekt s b eae s b e s et e st st e st ebenesbenesbene et et ebenaebesenens 179
ClUStEr remMOVE NOAE STAITEM.....c.eiuiieeirieiirieerteerte ettt ettt s te sttt s b et s b et s b et et et et e s ebe s ebentesentese s esesbesesbesesbesessenensenesan 179

Ruckus SmartZone 100 and Virtual SmartZone Essentials Alarm and Event Reference Guide, 5.1.2
Part Number: 800-72349-001 Rev A 11



N [oTe (Sl o = Tel S L YT Y/ (el TSRO 180

RESYNC INTP HIMIB.nieieieeteee ettt ettt et e b s b s b s b e s b e b e b et et e st et e st e st e st e bt e bt e b e b e e b e b e b e b e b e b entententententeneesesbesbesne 180
Disk Usage eXCEEA threSNOId.......cc.civiiirieiierere ettt sttt s b e st s b ese s b e st s b esesbeneebeneebeneebenessenessensns 180
CIUSTEE QUL OF SEIVICE.. . vttt ettt ettt b ettt b bt b bt e bbbttt s b bt st s b e b e bt st e b b e sttt e b ebe st e st enenes 181
Initiated MOVING APS iN NOAE 10 @ NEW CIUSTEI ....ciiiiieieiriirereneseseste sttt sttt ettt et ettt s s b e s besbesbesbesbesbesbesbessensensensons 181
Cluster upload VSZ-D firMWare STAITE.......cccciviririerierieieietetetetse st ste st st sbe st stestessessestessestestessessessesassassassessessessessessessensensen 181
Cluster upload VSZ-D firmware COMPIELEM......cocuviriririerieriertetet ettt st st st st e st e st e st e s e s e s et e e esesbasbesbesbesbesbesbessensensensons 182
Cluster upload VSZ-D firmMWare fail@d.........cciererreieeeeeeee ettt e b e b e b e enes 182
Cluster upload AP fIrMWAre STArteQ.......cccviriiireeieieeteet ettt ettt ettt b et b e et e e e b et e b et s b e e ebe e ebeneebeneenen 182
Cluster upload AP firmWare COMPIELEM.......coue ettt ettt ettt b e sttt et ettt et e b et sbe e eb e e ebensebensenens 182
Cluster upload AP fIrmMWare fail@d.........cci ettt stk et ettt b et bt e b et ebesaebesbenens 183
Cluster add AP fiIrMWAre STATEG. ......cceirieiieeteieteeet ettt ettt ettt b et b et ekt b et ebe st ebe st e b et e b et ebe st ebesbebe st enebenenes 183
Cluster add AP firmware COMPIETEA. .....co.civiiirieirieire ettt ettt sttt sttt st et b et s b et e b e et e s be e ebeneebenes 183
Cluster add AP fIrmMWare faIl@G ..ottt bbbt st bbbt 184
ClUSEEI NAME IS CRANEEM......u ettt ettt ettt s bt sbese s b et et et e s e et et e b eneebeneebe st es et ese st esestesesesensenesenensan 184
UNSYNC NTP TIME ettt s bt e e s bt e bt s h e e bt e ae e s bt et e s s e e s e e me e bt e ate e b e e as e sh e e s e e mt e bt emtesseeasesneensesanenseennesrean 184
Cluster UPIoad KSP fil@ STAITEA......cceivieirieirieirietsietsiees et seete e ste e ste st e e st e e e este e e s et esessesassesensesessesessasessesessesensesessenensesessanes 185
Cluster Upload KSP file COMPIELEU......couiiiiiirirerererereseste ettt ettt ettt s e s b e s b st e st e st e st e ae st e b e b entensesaesessassasbessesbesbensens 185
Cluster UPload KSP file fAIl@0......iiiririiieieieietetctreetee st ettt ettt sa s b s b e st e st e st e sbesbesbesbenbensentensensenaesessassessensens 185
CoNfigUration DACKUP STAITEA.....c.i ittt sttt et b et b et e b e b e et e e b na s neenenes 186
Configuration DACKUP SUCCEEAEM.......ccciuiiiiieieeeeeee ettt ettt bbbt b ettt eb et et b et s bt s b et st e e ee 186
Configuration DACKUP FAIIEA......cou ittt sttt ettt ettt s b et b et b et st et ebe e ebe e ebene 186
CoNfiGUration reSTOre SUCCERARM......cuiiiitiieieieteiet ettt ettt ettt sttt st b et s b et b et b et e b et e b et e b e st e b et eb e e eb e st ebe st ebe st ebebenenbenenes 186
CONFIGUIAtION rESTOIE fAIE.... ittt sttt sttt ettt ettt e st s be st s b et e b et e b et ek et ebe b ebe st ebentebentebesaenes 187
AP CertifiCate EXPINBA.....civeuirieirieirieieietrietstet sttt ettt et ettt et et e bt e bt eb e st eb e st eb e s s ebe b ebe st ese b eb et ebesbebesbebesbenesbesesbentsbenesbenesbenesbenens 187
AP CertifiCate UPATOa......ccvueirieirieirieirieesieestets ettt st ettt sbe st e e bt et e st ek et e b e s ese st ese b ese st ebe st ebesaesesbebesbesebesentenebesessenesbenessanens 187
CONFIGUIAtiON rESTOIE STAITEM. ....eiieuiietirieeiriet ittt ettt s bt s be st st e st e e st e e sbe st ebeneeseneeseseebeneeb e e eb e st esessesensesensesesesesesessans 188
UPErade SSTADIE fAIl@U.....c.civieirieirieireie ettt ettt ettt et e s et e s e s s ese s besesbese s esessesessenessenessenessenestesessensesensesenessens 188
Reindex elastiC SEArCh fiNISNEA. ..ottt bbbt b et se bbb ebene 188
INILIAtEA APS CONTACT APR....ciiiiiiieiieeiee ettt ettt ettt st s h et b e bbb e e bt e bt sees e s e emesnesensemeneneanen 189
All NOAES DACK 1N SEIVICE. ...ttt ettt sttt b et b e e b e s b et s b e st s b et s h et s b e e s e e sneneenens 189
NOt MANAZEMENT SEIVICE FEATY ... covereetireetirtetiriet ettt ettt ettt sttt b ettt be e b et s b e e e b et e bt e e bt e e bt b ebe s ebe b ebensebesbenesbenesbenenrenenee 189
MaANAZEMENT SEIVICE MEAY...c.eeuireeuirietirietirteierteertest st ettt eteste st s et s bttt s b et e b et e be e e b et eb et eb e s eb e s b e bt b e be b ese b eseebenesbesesbenesbenenbenenbeneenen 189
CONFIGUIAtION SYNC FAIIRA......euiiiietee ettt ettt s a e b st b etk etk et st et e be st s b et s b et e b et eb et ebe b ebensenens 190
NOAE IPVE @AArESS QAEA. ...c..cuiieiirieirieieieete ettt ettt st b et b bbb bt s bbb e st sk e stk et e b et e b e st ebeateb et e b et eb et e b et ebe b ebesenenes 190
NOAE IPVE QAAIESS AEIETEM. ....cviietiietiietetetete ettt ettt et et bbbt b e b ke st ebe st ebe b e bt st eaesbenesbenesbene st entebentebensebens 190
CONTIGUIATION EVENTS.....iitiuiitiieteieieteietete ettt sttt sttt sttt sttt e et e st ste st sbeaesben e s b e st e b et ek e st ek et ebe s e b enteb et eb et eb e st ekt sbebe st enesbenesbenesbenesbenesbenens 191
CONTIGUIATION UPAALE.....c.iitiieiiietiietirteie ettt sttt st ettt sttt et et et et et e b et e b et eb et esesbebe s b ese st ene b esesbentebenesbenesbenesbensesensesensesens 191
CoNnfigUuration UPAAte fAIlR.......cuvieirieirieirie ettt sttt st b e st se st e b st e se st e s e saesesbese st enesbenessenessensesenessenessenens 191
CoNFIGUIAtioN rECEIVE FAIIRA....c..euiieeiieeiriei ettt ettt et et et e b et e s e e e b e e ese s s ese st esesesessenessenessesessenesbenessenenes 192
INCOrTect flat file CONTIGUIATION.....ci ittt b e st e se b e s et e s e st esessesessesessesesseneesensssensesans 192
Zone configuration Preparation fAIlEd.........u ittt sttt a et et e bbb s bbb besbe b e benten 192
AP configuration eNeration fAil@.........ccviriiiiiiinieeee et sttt et ae st e e e e b et e s e e s e e sesbasbesbesbesbesbenben 193
ENd-Of-life AP MOAEI AELECLEA. .....couiieeeetee ettt et ettt st s b et bt b et b e e b e eb e ebe e sbenes 193
VLAN configuration mismatch on NON-DHCP/NAT WLAN.....cocctiiirenertetetetee sttt ettt be st be st sae st saesesee st sbesesbenenes 193
VLAN configuration mismatch 0n @ DHCP/NAT WLAN.....ccueiieiieerteerte ettt sttt ettt ettt be st b et b et b e b sa b s sebesenenes 194
DAtADIAAE EVENTS....c.cotiieiinieieietetet ettt sttt sttt ettt ettt b e st bt s bt b e st et ek et e b e st e b ea e e bea e e b ea e e b et e b et e b e b e b et e bbb et e b et eb b e bt she bt st ene st ene e 194
DP INEEEIILY TOST AR, ettt sttt b bbbt bbb e bt st e bt e s et e st et e st st e st sbe st s b e st sk ene st et ebe st ebentebentebeneen 195
DP CLI @NADIE TR, ittt ettt sttt sttt ettt et s b et e b et e b et e b et ek et eb e s b ebe b ese b e st st e st st enesbenesbesesbenesbensebensesens 195
DP F-aULNENTICATION. c.c.tieteteiiiieieiec ettt b s b bbbttt b b bt se b bt bbbttt b et se b b 195

Ruckus SmartZone 100 and Virtual SmartZone Essentials Alarm and Event Reference Guide, 5.1.2
Part Number: 800-72349-001 Rev A



DP password min NG UPAATEd........coeiriiirieiieiieerte ettt sttt sttt et s b bbb et st et s b et s be st ebe e ebe e ebenene 196

DP PASSWOIT ChANEZE......c.ciuiiiiiieiirieiriei ettt ettt ettt sttt sttt et et et e b et e b et eb et e b e b ebe st esesbenebesesbentsbenesbenesbesesbensesensesensesens 196
DP enable PasSWOrd ChaNZEA.......c.oeiiiieiiieiieiriee ettt st sttt et e be st s be e s b e e st e s s et et ebe e esensesensesersesansesessenas 196
DP https authentiCatioN fAIE.......cceivieirieirieere ettt ettt e e e s e e e s e s esessesesbenessesessesessenessenessenessans 197
DP CertifiCate UPIOQAEA. .....coueirieiriiieiteeeete ettt sttt et e s s e s e st ase s b ese e b e s e s e s s et et esassesarsesensesensenessesessasesenesenessensasans 197
DP SCE FQDN UPAALEA...cuiiiiiiiriiiiiiieieieietet ettt sttt st s st st st st st et et et et et et e st e st eseeseesesbasbesbesbesbesbesbesbebensensensensensensensenessesss 197
DP INITIAI UPErade...cveviiiieieieieietetete sttt sttt ettt et et et e e e ae s bt s besbe s b e s besbesb e s b e be b et enbensensensensententeseesaeseesesseesesbesbesbenes 197
DP discontinuous time change NTP server DP NP iMe SYNCuuc.irciriiieirieerieerieinietnreienieesiees et ebeesbeeeseseeseseenes 198
DIP USEI TOZIN ..ttt ettt ettt b e bbbt b et e bt e bt s b e st s b e bt s b e st s b e a e s b e m e e b e a e e b et e ben e e b ene e b et e b et e bt b bt b eb et e b et ebenaebenes 198
DP USEI TOZIN FAIEA. ¢ttt ettt b bbbttt bt b st s b et e b et b e b e b et e b et e b et ebe b ebenbenesbenesbenens 198
DP USEI TOZOUL ...ttt ettt ettt ettt b et b et bbbt e b 4o b et e b et e b et e s et e st s b ebe s b ene ek en e ek e st et et et entebenteb et ebenbebesbenesbenens 199
DP QCCOUNT IOCKE. ...ttt ettt b ettt b e bbbt e bt e bt et ebe s b e st s b e stk e st et e st et e st et e st sbeneebeateb et ebe e et e aebensenens 199
DP SESSION i018 UPAATEA. ...c.ciuinieiiieieieieet ettt sttt s b et bt b et ekt b et e bt e b et e bt s b e st s b e st b e st ket et et sbe st sbeneebenesbeneens 199
DP SeSSioN idle TErMINATEM. ....cveveuiiirieicietir ettt ettt sb bbbt s b bt b et sa b bt nes 199
DP SSH TUNNET FAIIRA. ...ttt ettt bbb bbbt b bbbttt ebe bt s 200
DP https CONNECLION fAIEA......c.iieieieiiieteeeree ettt sttt e s e s e e s e sesessesesbese b enessesessenessenessanessenessanesseneans 200
DP IPSEC tUNNEI Create fAIl0. . ..ottt ettt st bbbt a bbbt se bbbt ebenis 200
DAta Plan@ EVENTS. ...ttt ettt ettt ettt h et E et R e R e bbbt e h e Rt R e R R Rt e bt be e bt ner e nenes 201
Data Plane ISCOVEIEA.....cuiiiiriiririsiisese sttt ettt ettt st sbe s b e st e st e s b e st et e b e s et e st essensesseseeseeseebeebeebesbesbesbesbebensensensensansones 201
Data Plane diSCOVEIY FAIlRA........c.iriiieirierere ettt b et bbb e bbbt b et e b e e bt st e bt sb bt sbese st enenbesenee 202
Data plane coNfigUration UPAAteU.......c.cireirieirieirieireere ettt sttt b et b et b et b et e b et b et bt ne bbb et ebe e benes 202
Data plane configuration UPAate fail@0.......coo ettt ettt sttt ettt be s bt b e 202
Data Plane FEDOOTEM. ....couiieiiieteieteee ettt ettt b st a e bbb st et e st e bt e bea e b etk et bt b et b et b et e be e ebe e ne 203
Data Plane NEAITDEAT IOST.....c.eiuiirieirteerte ettt ettt b bbbt bbbt s bbb e b s b e bt b e s et et e bt e st be st s be e b et beneee 203
Data plane [P address UPAATEd........cocireirieirieirierisiet ettt ettt ettt sttt st be bbb et e st st et s be st st en e s b et s b e st s b et et et ebe s ebeneebentebensene 203
Data plane updated t0 @ NEW CONTIOL PlANE....c..cuiireirieieieieteeerte ettt st st s b et e e be e sbe st sbenesbenesbeneesesesen 203
Data plane status UPAate fAIl@U.........ccivuiirieirieirieeerere ettt s bbbt e st e e e besesbenesbenesbenesbenessensesan 204
Data plane statiStics UPAALe fAIlE@d......cocvirieirieirieireere sttt ettt sttt et st e et e s e e ese s esessese s esessesessenessenens 204
Data Plane CONNECLEMA...c..iviiieiiieieteteee ettt ettt s st ettt et e et e st sbe s b e sbesbe s b e b e b e b e b et ente st ense st ese e st eseebesbesbesbesbesbesbesensensans 204
Data Plane iSCONMMECEEM. .....iiiviririerieieteete ettt sttt ettt et et et e b et et e st e s e s b e sbesbasbesbe s b e benbebestentensessensensenaesessessessansens 205
Data plane phySiCal INtEITACE QOWN...cc.iiiviiieieieieerr ettt et st sb st s b e st et et et et et e st e e enaebesbesbesbesbees 205
Data plane PhYSICal INTEITACE UP...cvi ittt ettt b e st s bbbt b e b et b e sbe e sbenesbenesbenees 205
Data plane packet pool is UNder lOW Water MArk.......cococreireirenierereserst ettt ettt be et ae e sae b e bt sbenesbenens 206
Data plane packet pool is under critical [OW Water MArk.........ccveirieireineirerere ettt sttt ebe e 206
Data plane packet pool is @above high Water Mark.........cev ittt ettt st b st besaeaens 206
Data Plane COME AEAM......couiuiieirieirie ettt st b bbbttt et e b st st eae s b e st e b et e b et eb et e b et e b et ebe b eb et eb e bebe st e bt sbenesbenenee 207
Data Plane PrOCESS MESTAITEA. ...cucirieiiieiiriet ettt sttt ettt ettt st et be st st et s b et et e st s be st s beaesbeae s b e st ek et et en e e b et ebe st ebeneebeneebenene 207
Data plane diSCOVEIY SUCCERERURM. ......coeirieirieirieirteieientete ettt ettt ettt et et b et e b b e be st ebe s es e st ebesaesesbesesbesesbesestenesbesessenessenessanens 207
Data Plane MANAEEM.....cueirieeirieerieerteerte ettt sttt ettt et ete e b et e b et e b e e e b e b ebe st ese st ese st esesses e s esesbesesbe st s b e st st en e e b et eaentese e esenteneneene 208
Data PlAN@ EIELEM. ..c.eouieeeeteieeeeee ettt sttt ettt et et b s b s b s b e s b e s b e b e b et et et et e Rt e Rt e bt e Rt e bt e b e b e b s b e s b et et enbenee 208
Data plane [iCENSE IS NOL BNOUGN.....cuiiiiiiire ettt s et s bt e st et et et et et e st esaesessessasbesbessesbensenee 208
Data Plane UPErade STArt@A......ocuviviririerieieieiet ettt sttt sttt s e st st e s besbe st et et et et et et e st esaesaeseesasbessasbesbesbesbesbebenbensensensensensones 209
Data Plan@ UPEradiNg.....coeviriirierierienieiteteitetetee st srestestestestessessessessessessessestessestesessessessessessessessessensensensensensensessossesessessessessessensenses 209
Data plane UPGrade SUCCERUERM. .....c.cceireirietirieereete ettt ettt sttt et b et bbbt b e e b e b e e e b e e ebe e ebe st ebenaebensenenaenesbenens 209
Data Plane UPZrade fAIlEA.....ccco ittt ettt ettt b et b et b e b e e b e e b et e b e e eb e b eb e s b bt sbebenbebe st ene st enenas 209
Data plane of data center side successfully connects t0 the CALEA SEIVET.......ccveiirrirnenieeeeteeeei et 210
Data plane of data center side fails t0 CONNECt t0 the CALEA SEIVET.......oiciiiririeririenieiirieerteiesteiet ettt st be s nee 210
Data plane successfully connects to the other data Plane... ...ttt 211
Data plane fails to connect to the other data Plane.......c.cc ittt 211
Data plane disconnects t0 the 0ther data Plane........coceiiiiieeeee ettt s b e s b e st s e nes 211

Ruckus SmartZone 100 and Virtual SmartZone Essentials Alarm and Event Reference Guide, 5.1.2
Part Number: 800-72349-001 Rev A 13



Start CALEA mMirroring ClieNt in data Plan.. .. ettt sttt st bbbttt be s be e sbe e b e e ene 212

Stop CALEA Mirroring ClieNt in data Plane.. ...ttt sttt ettt st sb et s be ek e e st e e st e e sbenessenessenees 212
Data plane DHCP IP pool USage rate iS 100 PEICENT......ccucuveirerietetrteietestetestesesaesesesessesessesessesessesessesessesessesessensssesessensssesessenens 212
Data plane DHCP IP poOl USage rate iS 80 PEICENT.....ccuiirirererertertertesteste sttt et ettt et e st s st s st sbesbesbesbesbesbesbensensensensensensenes 213
Data plane NAT session capacity USAge rate is 80 PEITENT....ccucuiiriirirereriererertestesteste et et et et e st e e e s e ssesbesbesbesbesbessessensensenes 213
Data plane NAT session capacity usage rate is TO0 PEICENT......cccvviriiriiiteirtreneee et sestestestestessessessessessessesessessesessessessessessens 214
Data plane DHCP IP capacity USage rate iS 80 PEICENT....ivirerierierieteiteteteeeeeesrestestestestestessessessestessessesaesassassessessessessessessensens 214
Data plane DHCP IP capacity Usage rate is TO0 PEICENT.....ccoeererirerirtetrietriee ettt e b be st b e b e b se b e b e ebenes 214
APIPMUITREMPBB. ...ttt ettt b st b bttt et s b e s e s b eae s b eae e b eae e b e e e b e e e b e e e b et e b et eb et eb e st ebesbeb e st enenbenenee 215
AP PMUTREIMPP ...ttt ettt bbbt b s bbb e bt e s et e s et e st et e st s b eae s b ea e s b eae e b ea e e b em e ebentebe st eb et e b et eb e saeb e sbebe st ebenbenenee 215
P IPIMUIFAN. ..ttt b et bbbt b e b b e bt e b et e b et e b et e bt b e bt e heh e E e b e b e bt b en ke h e b bt e b en e b ene b ene ke st et et et e st ebeneebene 216
APIPMIRETREMIPBB.... .ttt ettt ettt ettt b et b etk et ek et ek et e b ea e e b e st e b et e bt st e bt st ebe et ebe st e s et e st st ebesbenesbenesbenesbeneaee 216
AP PMIRETNEMIPP. ...ttt sttt ettt s b bt b etk e st st et et et s b e st s b e st e b eae e b et e b et ek et ebe st ebentebe st e b et eb e st ebesbebesbenens 217
AP IPMUREFGN ..ttt sttt ettt ettt e b et b st ek et ek b ek et e b et e s et es e st e st s be st b e se ke s e et entebe st ebentebenteb et eb et eb e s benaene s enenee 217
Data Plane DACKUDP SUCCESS.....vevrieiirieirieisietsietetetetetetetete e te st st st ebesaebe st esestesassesassesesesessesessesessesesenesesensenessenessesessasessenessenenes 217
Data Plane DACKUP fAIEA......c.ccvveieeirerieieereere ettt sttt sttt s b e st e e e be st e b e e s b e e es e s ese s esessesessesesesensesessenessenersenenss 218
Data PlAn@ FESTOIE SUCCESS.....evuiruirtirtirierieriesteietetestetet et st s st ssessessessessessessessessessensensensestensentessesessessessessesbesbessebensensensensensensoneones 218
Data Plane rESTOIE fAIl@U...c.iviiieieieieteteee sttt ettt st st s b e st st e b et et et e s e b e st ese e b e sbeebesbesbesbe s b e b et enbentensensensons 218
RemMOte ADMINISTrAtiON STAMT.....cco ittt ettt sttt b e e b e e b e b e e e bt s s ebesbesesneseabemesnesesnenennne 219
REMOtE AMINISTrAtION STOP..iiu ettt ettt ettt b e bt b e bt e bt e bt e e b e e e b et eb e e eb e nae bt nbe bt sbe st senenee 219
[PIMIT EVENTS ..ttt ettt ettt b s bbb bbb e b et e b e e e e e e Rt e bt e bt e b e e bt e bt e b e b e b e b e b e s e s et e n et e ne e bt e bt ebe e b e sresre 219
IPIMITREMIPBB. ...ttt b bbb bbbt st b e st e bt st e stk e s et e st et e st e b e st s b eaesbea e e b en e e b eme ek em e e b e st ebentebeneebenteb et et ebebenbebesenens 220
IPINITRIEMIPP . .ttt ettt b et b et b e st b b e b b e b et e b et e b et eb e s b eae s b e st e b e s ek em e e b ea e e b e st ebea e e b ent e b et eb et ekt et e bt naene b enenee 220
TP .ttt ettt bt s bbb b e b et et e e et et ea e e bt e bt e bt e b e e b e e b e b e b e R e R et e R e R e e Rt e Rt e b e bt e Rt e bt e bt e b b e b e b et et et eneeneens 220
IDIMIFANSTATUS. ...ttt ettt et e h e bt e b s bt s bt s bt s bt be s b e s b et et et e b e st e st e Rt e st ea e e st e st e st e bt e bt e b e e b e b e e b e b et et e b et et et eneeneenees 221
IPMIRETREMPBB....c.ceuiiteiirieirieirie ettt ettt ettt sttt b e s b e s s be sk e s e st e st eben e sben e e b e st e b e st e b e st eb et ebe s ese b ese s es et enenaesesbenesbenesbeneste 221
IPINIRETIEIMPP ...ttt ettt ettt et b et e b e s s e st e ese s ke se st e s e et e st ebe st ebenesbenesb e st ek e s e eb e e es e st esensesenses et esessenesbenesbenessenenss 221
10] a1 =1 = o FO O SRO O P S T S OSSP SPROSTPROPURIP 222
TPMIREFGNSTATUS. ..ottt ettt et e s bt et e s bt et sae e s bt e e e s bt e b e s b e e b e sae e bt e asesheea s e s aee b e emsesaeenseesee s e saee bt easesheensesnnessesnsenen 222
LICENSING INTEITACE EVENTS..c.eiiiieieieiriteieeesere sttt sttt ettt et et s e s bt s b s b e s b e sbe s b e s besbe b et e bes s e st enaesaeaeeseebeebeebesbesbesbesbesbenbenbensensenseneon 222
LICENSE SYNC SUCCEEAERM.....ueeuiriiriiriirieriesiisese sttt ettt ettt e e et s b e s besbesbesbesbesbesbessessessensensensessessesseseesaesesbesbesbesbesbe b e bensensensensannon 223
LICENSE SYNC FAIRA. ...ttt ettt bbbt b b et e et e e b e st s b e st s b e me e b et e b et b e e e b e e e b e e ebe e ebeneene 223
LiCENSE IMPOIT SUCCERARM. ...ttt ettt ettt ettt b et b et s b et b et e b e e b e e b e b e b et e b et e b et eb et eb e s b e bt s b e bt st ene b enenee 223
LIiCENSE IMPOIT FAIEA. ..ttt sttt b ettt s b e e b et e b et e b et eb et eb e s e b e s e b et ebe e ebe e ebeneane 224
LiCENSE Ata ChANEZEA. ....ioiciiieiiieieee ettt ettt b bbbt b st b s b e bt s b e bt b e st e s et ea et e st s beat s b e st e b et ek et e b et ebenbebeneebenes 224
LICENSE ZOINE 10 @XPINC.cuiiiiieieietetetetetei ettt sttt ettt et e st et e a e bt e bt e bt e bt e b e e b e e b e b e b e b e b e b et et enbentenbe st entebeebeebesbesbesbesbebes 224
INSUTTICIENT [ICENSE CAPACITY ... euertiiitiietitetetet ettt sttt ettt ettt b et s b et bt ekt e b et e be st e b et e b et eb et ebesbebe st enesbesetenessenesan 224
Data plane DHCP [P [ICENSE INSUFFICIENT......ccuiiriiirieirieerieee ettt sttt ettt et b et b ekt besa b et e be s ebe st esatesessenas 225
Data plane NAT seSSion [ICENSE INSUFFICIENT....cviirieirieiieereereeree ettt st et a st e e e b e s ebessebeseeseneesessenas 225
AP NUMDBDET [IMIT @XCEEARM. ......iieiiieitite ettt sttt sa st sn et s r et b et nesenes 226
INSUTTICIENT ICENSE CAPACITY.cveuveviieeiietirieirieterietert et stetste et et e et e e e te e sesestesessesesbese st eseesessesessesessesansesereesassesessesessesessesensanarsesensas 226
Data plane DHCP IP capacity license has Deen remoOVed... ..ottt ettt sbe bbb b e 226
Data plane NAT session capacity license has been remMOVEd.......cc.couiiiieiiirinininerenesese ettt sbe b sbens 227
INSUTTICIENT ICENSE CAPACITY .. eueetieetiietiietetet ettt ettt ettt st s b et bbbt b e e e b et e b et e b et e b et eb e abeb e s b e st b e st benensesennes 227
SO EVENES. ..ttt b e bbb bbb e et e et et e bt e bt e R e R e bt b e R e RS E e R R R R e R e R e R e e Rt e R e Rt e Rt Rt h e b e b nenene e ennene 227
CONNECETO SCluuiiuiiiiiiieiiiieieeieeee ettt ettt et b e bbb e b e b et et e e et e s e et e st e st e b e e b e e bt eb e e b e b e b e b e b e b e b e e emeene e st ebesbesbesbesbens 228
DISCONNECE TO STl b e bbbttt et e st e bt e bt e bt e st e b e e b e e b e e b e b e b e b e b e s e b e s et e e ene e st eseebeebesbesbesbesnes 228
CONNECE T0 SCIFAIIUI....oueiiieierieerte ettt ettt a s bbb e st s b et e b et et et et et ebe st ebent e b et eb e st ebe st ebesbesebenebenesbenesbane 228
SCENAS DEEN AISADIEM......uiieiiicieeeeee ettt ettt s b et st b et e ket b et e b et e b e st e b et e b et eb et ek et et e s be s ebentebenes 228
SCland FTP have DEEN diSADIEM......c.ccviieiiiiiiccercetre ettt sttt b et b bttt ne 229

Ruckus SmartZone 100 and Virtual SmartZone Essentials Alarm and Event Reference Guide, 5.1.2
Part Number: 800-72349-001 Rev A



YRR (o] T S VZ=T a1 €TSS 229

DEIELE Il SESSIONS.....eiivviiiririeteieiietet ettt bttt b bbbt b et h bbb bttt b bttt b bt n e 229
SYSTRIM EVENTS ..ttt ettt et b e st s bt et she e b e st e sb e e a b e s bt e b e e b e e bt sh e e e R e s as e s R e e b e e s e e b e e Re e b e s et e e bt e bt sh e e bt s Rne b e e nnesaeeanens 229
INO LS FESPONSES. ... ueeteetiiteete ettt et st et st e st e e s bt et s et e bt et e be s st e s bt e st saee bt e aee s b e e s e sae e s s e eme e st e asesbeeas e sae e bt emsesheeaseemnesseemtesseeanesreensesnes 230
LS QUENENTICATION FAIIUIE.....eeiiiieteice ettt st b sttt be bt s bbbt st b b e st s s ne 230
{produce.short.Name} CONNECLEA TO LS.....cccviririririririerierientestestet ettt et st st st sbesbe st e sbesbe st et etesaessessesassaesasbasbesbesbesbesbesbensensen 231
{produce.short.name} failed t0 CONNECE O LS.....civiiiiriinieiiieieietrtrese sttt ettt ettt et et e e e sa s s e ssesbasbesbesbesbesbensens 231
{produce.short.name} receiVed PASSIVE FEOUEST........cereerieerietreertett ettt ettt b et b e b e bbb e ebesaesessesessesesaenesrenens 231
{produce.short.name} sent controller iNfOrMation FEPOIT.......cc ittt sb e 232
{produce.short.name} received ManageMENT FEOUEST......c.coetreirieireertetetet et te sttt ettt be st et ebeseeb et bt sbe st sbe e benenee 232
{produce.short.name} sent AP iNfO DY VENUE MEPOI....c.coiiuiireieieeteet ettt ettt st sttt ae st sbe et 232
{produce.short.Name} SENT QUEIY VENUES FEPON.....c.ciueerueerieirieirtertrteststesesiesesteststeststestesestesestesestesestesessesessesestesessesesenessesenses 233
{produce.short.name} sent assoCiated ClIENT FEPOI.......ccvirireririeiretee ettt ettt st st ettt be e ebe s 233
{produce.short.name} forwarded calibration reqUESE t0 AP........c.ccvrireirniiieiecr ettt et es 233
{produce.short.name} forwarded fOOtfall FEQUEST TO AP......c..cciriiirieirieirieirtee ettt sbe b et st sa b e aese e eseneenenes 234
{produce.short.name} received UNreCOZNIZEA MEOUESE.......ccevirirerierierietertetete et s st steste st sbesbe st et et e e e e eseesessesbesbesbessens 234
SYSIOE SEIVEI FEACNADIE. ...ttt s s b st st st e s be st et et e b et e st e st e st e st eseebeebesbesbe st e sb e s b e b e benbensensensenaen 234
SYSIOE SEIVEI UNTEACKNADIE. ... ittt sttt ettt b et et et et e e s b e s be s b e sbasbesbesbesbesbesbenbensensensons 235
SYSIOE SEIVEI SWITCNEA.....iiiieieieieieterese sttt ettt et et b s b s b e s b e s b e st e st e b e b et et et e st entebeebeebeebesbesbesbesbesbesbentensensensonsns 235
SYSTEIM SEIVICE TAIIU...eeiiiireee ettt b e s bbb st b et b et b et s bt s b e e s b et e b et e bt e eb e e s e e ebeneenenes 235
Generate AP config for plane load rebalance SUCCERARM........c..ivriireireeeeee ettt st ebene 235
Generate AP config for plane 10ad rebalance fail@d........cco ettt 236
BT P A AN ettt b et b et bbb bbbt b et e b et e bbb A ekt ARt e b e Re ke Rt et e Rt be st b e st e ben e b ene e b et e b et e b et ebe e ebens 236
BT P A @S O I O ittt ettt ettt b e s bbbt e et e bt ea s b e bt s b e bt s b eae s b e st ke st et e st e b e st e b ea e e bent e b et b et e b et eb e b ebe b ebe b ebenes 236
FIIE UPIOAA. ... ittt et b et bt ekt bbbt e b et e b et e b et e bt st ekt s h e bt e b e bt e s et e st b en e b e st e b ea e e ben e e b et e b et et et ebe e eaens 237
EMAil SENT SUCCESSTUINY ...ttt ettt ettt be ekt et e et et be st st e s e s b e st s b ene s b e st et et ebensebentebeneesensans 237
EMAIT SENT FAIRA. ...ttt b et b s bbbt b ettt b et s b b et b ettt b b 237
SIMS SENE SUCCESSTUINY ...veuiieeieieieieieere ettt ettt st sttt et e e s s e s essesessesessese s ese st ene st eneeseseesaneesanesbenessesessensesensesensesens 238
SIMS SENT FAIEA. ...ttt ettt b bbbt bbb b bt s e b b ea s e E b bt e bbbttt e bbbt s e bbb ene 238
PrOCESS MESTAIT .. ittt ettt b bbb bbb bbb ettt st b et b e s b s r e s r e r e 238
SEIVICE UNAVAIADIE. ...ttt ettt s h et b e b e e b e b e e b e e e bt e bt s b e bt s e eme b e st s enesenenen 239
KEEPAIIVE TAIIUI..c..eeeeee ettt ettt b et b et b e b e b e bt e b et e b et e bt s b e bt s b e st s b e st st eme st e e ebeneenenesbenees 239
RESOUICE UNAVAIIADIE. ...ttt sttt ettt b et s b et s b et b et b et e b e e e b et eb et sbeneeb et eb et ebenaebensenens 239
All data planes in the zone affinity profile are diSCONNECLEd. ..ot 239
CALEA UE MATCRE...c..ciiieiiieiieeeesteesteeste ettt ettt ettt b et b bbb et e bt e b et e b et e bt s b e bt s 4 e ke b e b et e b et ebe b eb et enesaebesbe st sbenesbenenee 240
ZD AP INUGIATING..eteteteteieietete ettt ettt ettt et et et e bt e bt e bt e bt e bt e b e s b e b e b et et e b et et et et en b e Rt e Rt en e e bt e bt e bt e bt eb e b e e b e sb et et et enes 240
ZD AP IMIGIAtOU. .. iuieieieieieieiteie ettt ettt sttt sttt ettt st et st et s b e bt st e s ke st e b e st et e st s b en e s b en e b e Rt ket ek et ek et e ket e be b e b et e b et e b et ebe st ebentenen 241
ZD AP TEJECERM. .. ettt sttt sttt sttt bt s b et ek ettt e ke e e b et e b e st e b et e b et bt e Aok E e s e R e R b e R et e Rt b ekt s b eae e be st b e Rt e ke s et eneeteneeteneebane 241
ZD AP MIGIation fAIlRa....ccueuirieirieirieirieesie sttt ettt ettt ettt e st st ese s b ese s bese st e s e sbe st ese st ebe st e be st s b en e et e e et e s eseaenensenenes 241
DAtADASE EITON ..ttt et R et R et Rt Rt R et Rt R R e e bt e e 242
DAtADASE EITON .ttt ettt Rt Rt R et Rt s R et R et R R R e st e e e 242
SZ LOGIN FQll ittt ettt ettt st h s b s b s b s b s b e s b et et et et et et e Rt e Rt e Rt e Rt e Re e R e b e e b e e b e b e b e s he b et e be b et e st en e et eneerenres 242
SZ LOZIN tttteteeteeteete sttt sttt et st et sa et e s ae e st e e st e s bt et e s h e e bt e a e e h e e a b e e h e e R s e e R e e Rt e R e ekt e Rt e SR e e R bt eR R e be e Rt e Rt e Rt e e Rt e bt e R e e heea b e nhe e beeat e beeneenbeentenreens 242
RSy e {0 T | SO O TP PTPRPOPPPPRRPRRPOt 243
PASSWOIT EXPITALION....etetirteuirteiiiteest ettt ettt ettt ettt b e b s be e b et e b e e e b et e b e sb e bt s b b e b e bt b e b et e b et ebeebebesbenesbe st s b et st enesbenenbenesbne 243
AAMIN QCCOUNT IOCKOUL ...ttt ettt ettt b et b et b et b e bbbt e b et e b et e bt st e bt s b ebe s b ene b e s et e st b es et esesbe st sbenesbeneebenenee 243
AAMIN SESSION EXPIMEA.....eveuiieiirieirteietetete ettt ettt et et et et et et et et ebe e eb et eb et eb et ebesbeb e s b esebebe b es et es e b esesbentsbenesbenesbenesbentebeneebentebens 244
DiSABIE INACTIVE @UMUNS.....eitiiitiirteietetetet ettt ettt es st a s bbb e st b et b et ek e st ek e b e b entebe st e b et eb et eb e st ebe st ebe b ebebenentenersan 244
Two factor auth failed
UNCONTirmed Program GETECHION. ......cciiiiieeieiert ettt ettt sttt sttt ettt be st s b et s b et s ke e sk e e ebessebeneebenteb et ebestebesbenesbenessenense 245

Ruckus SmartZone 100 and Virtual SmartZone Essentials Alarm and Event Reference Guide, 5.1.2
Part Number: 800-72349-001 Rev A 15



YL g T Y] o LT 245

SWITCN CrItICAl MNESSAEE. c.cuviviieiirietiriet ettt ettt bbbt e b st e bt st e st s b e s b e st b e st st e st ebe st ebe st ebentsbe st eb et eb e aebensenensenenee 245
SWITCN @lEIT MIBSSAEE. . .veuvetirieiiietiiettrte sttt sttt et st et e st ste e st e st st e se st e e st e st et e s eese st esenesbenesbaseebene et et esessebensesensebentesessesessesessenesanens 246
SWITCN WaINING INESSAEE...cutiuteuieieiteiieieeteetee sttt st st et et et et et et e st e bt s bt s b e sbe s b e s b e b e b et e st et et e st e st e st ese e b e s be s bt s b e s b e s b e s b et et entensenseneenaenees 246
SWitch CPU Warning threShold @XCEEM. .....ccuiviriiriiieieietetete ettt sttt sttt ettt et et e e et s saesbesbesbesbesbesbesbesbesbensensensen 246
SWItCh CPU mMajor threShOId @XCEEM.....cc.iviririirierieieetetet ettt sttt ettt ettt et e e e besbesbe s b e sbesbesbesbesbebensensensensensons 246
SWiItCh CPU critical threSNOIA EXCEEM.....c.ciu ittt sttt b et b e b e b b e s nenes 247
Switch memory warning thresShold EXCEEM. ..ottt 247
Switch memory Major threShOId EXCEEM. ...ttt ettt b e bbb naenes 247
Switch memory critical threShold @XCEEM. ..ottt b st b bbbttt et sbenes 248
Switch custom Warning threShOId EXCEEM.......cuiuiiriieeeee ettt stttk b ettt b et b et b et eb et ebesaenes 248
SWitch custom Major threShOId EXCEEM.......coueiviiiieirie ettt bbbt sttt sttt et s b et s b et sb et ebe s ebensebens 248
Switch custom critical threShOId EXCEEA. .....couiviriiiiiieeeee ettt ettt sttt ettt et sbenesbenens 249
(O] @Y= o 2T U= TP TSP PSP PTPROPRORPPIN 249
CertifiCate SIZNINE MEQUEST. .. et iveirieiirteirieirte sttt sttt ettt e et e e e ebese e b et esessesesbesesbese st esestenessenesbenesbenesbeneebensebensesensesansesensesensans 249
ACCEPE COTIfICAtE SIBNINE MEQUES .. cuiieeirieeirietirtee ettt te et et s te s te st st e e st e et e e ese s et ensesensesasessensesesesessesessesesesensesessesensesessenes 249
REJEC COrtIfiCate SIZNINE MBQUESE... e ieteieeeieteeeteee ettt ettt stesesaes e saese st esessesassesessesessesessesessasessenessenseseneesensesaneesenens 250
Pending CertifiCate SiBNING FROUEST.....iii ittt sttt sttt ettt et s e s s besbe s b e s b e s be s b e besbessenbensensensensensenaesessessessensens 250
TIIESNOIA EVENTS..c...eiteiiieeeceet ettt ettt b bt s b e bt s R e st s E e Rt s R et R et b et b e e e b et e b et e b et e b e e e b e e eb e e eneneenenes 250
CPU threShOld @XCEEAERM. ....c..ciiieiieieere ettt ettt b e bbb e b e b e bt e bt s e bt s b e bt s b s et ebe st ese b ebenbenesbenenseneas 251
MeMOTY threSNOIA @XCEEARM. ......c.iiiiiieiie ettt b e bbbt e bt b e st e bbbt s b bt st ese st e st b esesbesesbenesbene 251
Disk USage threShOld EXCEEAERM......c.cou ettt b et b bbbt b bbb et e bt e st st e st s be st b et b et et et ebe e sbenesbenees 251
CPU threshold Dack T0 MOIMIAL.....cuieiiiieeieeteeese ettt sttt ettt ettt b et bbb ekt e b st eb et e b et ebe st ebebebesbenes 252
Memory threshold Dack t0 NOIMAL........o.ii ittt b et et b st be bbb et e e be st sbe e ebene 252
Disk threshold Dack £0 NOIMIAL.....cc.c. ittt b et b st b et be bbb e bt e s st ebessesesbenesbenesbenens 252
The drop of client couNt threShold EXCERAERM........c.ivviuirieirieirierere ettt sttt st be e b e sk e ssbe s ebesenans 253
LIiCeNSe threShold @XCEEARM. .......civirieieietirietee ettt ettt bbbttt b et s a b bt se bbbttt bt e ene 253
HDD hEalth A@Eradation.......ccceeriririiriisiisiesietertestet ettt sttt sttt st s b st e st e st et et et e st e st e st e st e st e st e st ese e st esesbesbesbesbesbesbesbensensensansans 253
Rate liMit threSNOIA SUMPASSEA...c..iiiiiiiiieicteeetrerr ettt ettt ettt et s b s b e s b e st e st e st e b et e be b entensesaenessaesesbessessessesbens 254
Rate lIMit threShOIA FESTOIEA........c.eiiieeeeec ettt ettt st b e b b e b e s 254
Rate lIMIt FOr TOR SUIPASSEO...c..cieiiiiieieiiieieeesestestestestestestestesteste st et et et et ssassassesbesbesbesbessessessensensensensensenseseeseesessessessessessensensen 254
The nUMber Of USErs @XCEEM IS lIMIt. . e iieiereeeee ettt ettt sttt e bbb e b e e b e snenennenens 255
The number of devices eXCEEARA IS TIMIL. . ittt et ettt sttt sttt be s b et sbenesbeneas 255
OVEr AP MAXIMUIM CAPACITY .euveuteteirieiriieeeertestest sttt et ettt ettt et s bt s b e s b e s b e s b e s b e sb e s b e b e s e s e e et et e st e st e bt sbeebesbesbeabesbesbennesennens 256
TUNNEI EVENTS = ACCESS POINT (AP)..eviitiiitieeiie ittt ettt ste et e et e ett e eabe e sabseebessabeesbbeeabssesbeessaesabsesbaseabessabeesasssabeesssesssesnbsessessnseesareenns 256
Data plane accepted @ tUNNEI FEQUEST....c..c.iriirieirie ettt sttt sttt sttt et e b et b et e b et e b et ek et ek et e b e b ebe st ebe b ebe b ebesne 256
Data plane reJected @ TUNNEI FEQUEST......couii ettt ettt ettt b et b bbbk s bbb e st et sbe st benesbe st sbe st st e e ebeneesensesens 257
Data plane termMinated @ TUNNEL........ci ettt ettt ettt ettt b et s b et s b e st e et e s e st entebentsbentsbenesbensesensesensenens 257
AP CrATEA @ TUNMMEL ettt ettt sttt s b bt e b bttt b bttt e b bt e s bbbt ne st b ebe e et ne 257
AP tUNNEIT AISCONMMECLEA.....c..ouiieiiieiieee ettt st a et b ettt b et s b st sr et sr et sr et s esenes 258
AP SoftGRE tunnel fails over primary t0 SECONTAIY.......cvcivvirieirieerieerteerteeste e steestese e e te e sesessesessesessesessesessesessensesensesensesens 258
AP SoftGRE tunnel fails over SeCoONdary t0 PriMary. ... iereririninenenienieniesiestetet et se st s ssessessessesbesbessessessessensensessensonsons 258
AP SOftGRE ZateWay rEACNADIE......cviieieieieireeeete sttt ettt st s be st e st et e b e e e s e s esaeseebesbesbesbesbesbesbenbensans 259
AP SOftGRE Zateway NOt rEACNADIE. ..ottt b e b e b e b sn b neenens 259
Data Plane SEL UP @ TUNNEL..c..cuiieieeeee ettt ettt b et b et bbb e bbbt e b et e b et eb e s b eb e s bebesbene st e st besesbesesbenesaane 259
AP SeCUre gateway aSSOCIATION SUCCESS...c..coueririiieirteteitrieeieerestest et ssestestesteste st et et et et et e st ebe s bt e b e sbesbesbesbesbesb e b ebensenaennesnennennne 260
AP is disSCONNECTEd frOM SECUIE ZAtEWAY .....c.cirieuirieuirieierteientetrtet sttt ettt sttt ettt ebe s b et s b et e be e eb et eb e s ebe s ebe st ebe e ebetebeneene 260
AP secure gateway asSOCIAtION FAIlUIE......c.ooiiriireee ettt b et b st b e bbb bt b et b b besbenes 260
TUNNEI EVENTS - DATA PIANE.....ioiiiiiiiiitiiitiieiet ettt ettt sttt ettt ettt e st s b et s b e st b et ek e st e b et et e st eben e ebentebenteb et eb e st et e s bebe b enesenenes 261
DP SGRE GW UNTEACNADIE......cciiiiicieiret ettt st st b ettt b et a et s b b 261

Ruckus SmartZone 100 and Virtual SmartZone Essentials Alarm and Event Reference Guide, 5.1.2
Part Number: 800-72349-001 Rev A



DP SGRE KEEP @lIVE LIMBOUL...c.eetiiitiieiiieieieieteiert ettt sttt ettt ettt st b et s b et b etk et et et e be st e b e st ebe st ebe st e b et ebe st ebe b ebe s enensesenes 261

DP SGRE GW INACHIVE. ...ttt bbbt b et b et s bbbt s bt bbb bbbt bt s bt sne e b e s ene 262
DP DHCPREIQY NO MESPONSE. .....eviuieririrrinieierietesterestesestesestesessesessesessesessesessesessestssessssensssensssessssensssensesensesensesensesensesessesessesessesessesens 262
DP DHOCPREIQY fAIIOVET....cuiieeieieiirieesieirietsieeste sttt sttt ettt ettt e b et s b e s e s b e st s b e e e s e s es e s ese st esessesensesassesessesessesessesesenensenenss 262
DP SGRE NEW TUNNEL ...ttt ettt ettt sttt h et s e b e b b et e b et e bt e bt sa bt saebennemenenenee 263
DP SGRE KEEPAIIVE MBCOVEIY....ciuiiiiriiriiriiriisesesiesteste sttt ettt et et et s st s e s besbesbessesbe st e b ebessentessensessesaestsseesesbesbesbesbesbesbenbensensensensons 263
DP DHCPREIQY rESPONSE FECOVEIY ...iiviiviriirierienientesientetetetesessessessessessessessessessessessessensessensessessessensessessssessessessessessessessessessessessensons 263
DP SGRE GW FRACNADIE. ..ottt ettt sttt ettt b e bt s bt b et b e e b e e e b e e e b e e ebeneebe e eneneenis 263
DP SGRE GW GCHIVE.....euiiiiiiieieeiteteeet ettt ettt ettt st b e s bbb b b e s e b e e e e e e et e bt e be e bt e b e s bt s bt s bt s b e b e b e b e s enesnennennne 264

Ruckus SmartZone 100 and Virtual SmartZone Essentials Alarm and Event Reference Guide, 5.1.2
Part Number: 800-72349-001 Rev A 17



Ruckus SmartZone 100 and Virtual SmartZone Essentials Alarm and Event Reference Guide, 5.1.2
Part Number: 800-72349-001 Rev A



Preface

* DOCUMENT CONVENTIONS. ...ttt sttt b et s bt e bt s b e bt s ab e sb e et e e b e e b e s bt e b e eabe s bt e b e sbeenbeennenes
o ComMMANd SYNTAX CONVENTIONS . .c.iitiititeteteietetet ettt ettt sttt sb sttt esbe st e b et et et e b et es s e st eseebeebesbeebesbesbesbensenbens
* DOCUMENT FEEADACK. ... ittt ettt ettt et ettt a e bt e bt e bt e b e e b e e besbesbenbennen
*  Ruckus Product Documentation Resources....
* ONlINE TraiNING RESOUICES....cuiiuieiietiitesit ittt sttt ettt be bbbt bt be s be st et et et et et et e b et e st essenteseeseebeebeebesbene

+  Contacting Ruckus Customer Services and SUPPOIT.....ciiririrerertenierierieieietet ettt ettt sbe bbb sbe b sne s e 21

Document Conventions

The following table lists the text conventions that are used throughout this guide.

TABLE 1 Text Conventions

Convention Description Example

monospace Identifies command syntax device (config) # interface ethernet 1/1/6
examples

bold User interface (Ul) components On the Start menu, click All Programs.

such as screen or page names,
keyboard keys, software buttons,
and field names

italics

Publication titles Refer to the Ruckus Small Cell Release Notes for more information.

Notes, Cautions, and Warnings

Notes, cautions, and warning statements may be used in this document. They are listed in the order of increasing severity of
potential hazards.

A\
A

NOTE
A NOTE provides a tip, guidance, or advice, emphasizes important information, or provides a reference to related
information.

ATTENTION
An ATTENTION statement indicates some information that you must read before continuing with the current action or
task.

CAUTION
A CAUTION statement alerts you to situations that can be potentially hazardous to you or cause damage to
hardware, firmware, software, or data.

DANGER
A DANGER statement indicates conditions or situations that can be potentially lethal or extremely hazardous to you.
Safety labels are also attached directly to products to warn of these conditions or situations.
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Command Syntax Conventions

Bold and italic text identify command syntax components. Delimiters and operators define groupings of parameters and their
logical relationships.

Convention Description

bold text Identifies command names, keywords, and command options.
italic text Identifies a variable.

[1 Syntax components displayed within square brackets are optional.

Default responses to system prompts are enclosed in square brackets.

{x|y|z} A choice of required parameters is enclosed in curly brackets separated by vertical bars. You must select one of the
options.

x|y A vertical bar separates mutually exclusive elements.

<> Nonprinting characters, for example, passwords, are enclosed in angle brackets.

Repeat the previous element, for example, member[member...].

\ Indicates a “soft” line break in command examples. If a backslash separates two lines of a command input, enter the
entire command at the prompt without the backslash.

Document Feedback

Ruckus is interested in improving its documentation and welcomes your comments and suggestions.
You can email your comments to Ruckus at #Ruckus-Docs@commscope.com.
When contacting us, include the following information:
* Document title and release number
*  Document part number (on the cover page)
*  Page number (if appropriate)
For example:
*  Ruckus SmartZone Upgrade Guide, Release 5.0
*  Part number: 800-71850-001 Rev A
* Page7?

Ruckus Product Documentation Resources

Visit the Ruckus website to locate related documentation for your product and additional Ruckus resources.

Release Notes and other user documentation are available at https://support.ruckuswireless.com/documents. You can locate the
documentation by product or perform a text search. Access to Release Notes requires an active support contract and a Ruckus
Support Portal user account. Other technical documentation content is available without logging in to the Ruckus Support Portal.

White papers, data sheets, and other product documentation are available at https://www.ruckuswireless.com.

Ruckus SmartZone 100 and Virtual SmartZone Essentials Alarm and Event Reference Guide, 5.1.2
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Online Training Resources

To access a variety of online Ruckus training modules, including free introductory courses to wireless networking essentials, site
surveys, and Ruckus products, visit the Ruckus Training Portal at https://training.ruckuswireless.com.

Contacting Ruckus Customer Services and
Support

The Customer Services and Support (CSS) organization is available to provide assistance to customers with active warranties on
their Ruckus products, and customers and partners with active support contracts.

For product support information and details on contacting the Support Team, go directly to the Ruckus Support Portal using
https://support.ruckuswireless.com, or go to https://www.ruckuswireless.com and select Support.

What Support Do | Need?

Technical issues are usually described in terms of priority (or severity). To determine if you need to call and open a case or access
the self-service resources, use the following criteria:
e Priority 1 (P1)—Critical. Network or service is down and business is impacted. No known workaround. Go to the Open a
Case section.
*  Priority 2 (P2)—High. Network or service is impacted, but not down. Business impact may be high. Workaround may be
available. Go to the Open a Case section.
*  Priority 3 (P3)—Medium. Network or service is moderately impacted, but most business remains functional. Go to the
Self-Service Resources section.

*  Priority 4 (P4)—Low. Requests for information, product documentation, or product enhancements. Go to the Self-
Service Resources section.

Open a Case
When your entire network is down (P1), or severely impacted (P2), call the appropriate telephone number listed below to get
help:

* Continental United States: 1-855-782-5871

* Canada: 1-855-782-5871

* Europe, Middle East, Africa, Central and South America, and Asia Pacific, toll-free numbers are available at https://
support.ruckuswireless.com/contact-us and Live Chat is also available.

*  Worldwide toll number for our support organization. Phone charges will apply: +1-650-265-0903

We suggest that you keep a physical note of the appropriate support number in case you have an entire network outage.

Self-Service Resources

The Ruckus Support Portal at https://support.ruckuswireless.com offers a number of tools to help you to research and resolve
problems with your Ruckus products, including:

*  Technical Documentation—https://support.ruckuswireless.com/documents
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Contacting Ruckus Customer Services and Support

Community Forums—https://forums.ruckuswireless.com/ruckuswireless/categories
Knowledge Base Articles—https://support.ruckuswireless.com/answers
Software Downloads and Release Notes—https://support.ruckuswireless.com/#products_grid

Security Bulletins—https://support.ruckuswireless.com/security

Using these resources will help you to resolve some issues, and will provide TAC with additional data from your troubleshooting
analysis if you still require assistance through a support case or RMA. If you still require help, open and manage your case at
https://support.ruckuswireless.com/case_management.

22
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Introduction

This SmartZone Alarm and Event Reference Guide describes the various types of alarms and events that SmartZone 100 (SZ100)
and Virtual SmartZone-Essentials (vSZ-E) (collectively referred to as “the controller” throughout this guide) generates. For each
alarm and event this guide provides the code, type, attributes, and description.

This guide is written for service operators and system administrators who are responsible for managing, configuring, and
troubleshooting Ruckus devices. Consequently, it assumes a basic working knowledge of local area networks, wireless
networking, and wireless devices.

NOTE
If release notes are shipped with your product and the information there differs from the information in this guide,
follow the instructions in the release notes.

Most user guides and release notes are available in Adobe Acrobat Reader Portable Document Format (PDF) or HTML on the
support site at https://support.ruckuswireless.com/contact-us.

What's New in This Document

The following are the new events in 5.1.2 release.

* Event code 753 - system service failure
* Event code 99250 - remote administration

* Event code 99251 - remote administration

Terminology

Table 2 lists the terms used in this guide.

TABLE 2 Terms used

Term Description

AAA Authentication, Authorization, and Accounting

AP Access Point

APN Access Point Name

CDR A formatted collection of information on chargeable events

used for accounting and billing. For example, call set-up, call
duration and amount of data transferred.

CLB Client Load Balance

CNN Configuration Change Notifier
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TABLE 2 Terms used (continued)

Term
CNR
CoA
Controller
CPE
DHCP
DM

DNS
EAP
EMAP
EPS

FTP
GGSN
GTP
GTPv1-U
GTPv2-C
HIP
MAP
MOR
MTU
MWSG
NAS
NTP
PDP
produce.short.name
RAC

RAP

RSSI
SSID
TCP
TEID

UE

ul

usB
WDS

24

Description
Configuration Notification Receiver

Change of Authorization

Refers to either SZ100 or vSZ-E as the case may be.

Customer-Premises Equipment
Dynamic Host Configuration Protocol
Dynamic Multipoint

Domain Name System

Extensible Authentication Protocol
Ethernet Mesh AP

Evolved Packet System

File Transfer Protocol

Gateway GPRS Support Node
GPRS Tunneling Protocol

GTP version 1, user plane

GTP version 2, control plane

Host Identity Protocol

Mobile Application Part

Maximum Outstanding Request
Maximum Transmission Unit
Metro Wireless Security Gateway
Network Access Server

Network Time Protocol)

Packet Data Protocol

Refers to either SZ100 or vSZ-E
Radio Access Controller

Root Access Point

Received Signal Strength Indicator
Service Set Identifier (SSID)
Transmission Control Protocol
Tunnel End Point Identifier

User Equipment

The SmartZone Web User Interface
Universal Serial Bus

Wireless Distribution System
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Overview

This guide lists and describes the various types of alarm and event that the controller generates. For each alarm and event, this
guide provides the code, type, attributes, and description.

NOTE
Refer to About This Guide on page 23 for the conventions used in this guide.

Alarm and Event Management

This subsystem contains set of functions that help users to detect, isolate, and eventually correct malfunctions in the managed
network. This section covers:

* Event Categories on page 25
* EventAttributes on page 26

*  Generation of Alarm and Event on page 26

Event Categories

Events are used for many different purposes, mainly for notifying users of certain conditions in the system components as well
as the managed network. They can be classified into the following categories:

* Alarms: These are unexpected events indicating a condition that typically requires management attention

* Configuration Change Events: Configuration change events are events that inform of a configuration change effect on
the device.

* Threshold Crossing Alerts: These are events that inform of a performance-related state variable that has exceeded a
certain value. These events point to conditions that might require management attention to prevent network and
service degradation.

* Logging Events: These are events that occur regularly and are expected to occur during the operation of a network, tha
indicate what is currently going on in the network. Some examples of these events include:

- Activity on the network and service

- Operator activity

- System activity

- Informational events - Any other kind of event.

- Debug and Informational events - All the debug and informational events pertaining to TTG modules like RADIUS
proxy, HIP, CIP and AUT are not displayed on the controller web interface. This is because it reduces the
performance of the system since its large in numbers. Enabling display of these events on the controller web
interface is possible through CLI but it is not recommended.
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Event Attributes

An event always includes the following attributes:
* Event Source: The identifier of the source component that generates the event
* Timestamp: The time when the event occurred
*  Event Severity: Severity is classified as critical, major, minor, warning, informational or debug
* Event Type: The type of event that has occurred

*  Event Information: Contains detail attribute fields in a key-value pair, where a list of field names is provided

Generation of Alarm and Event

The following are the steps of how the controller generates alarm and event.

1. Alarm
a. Analarm is a persistent indication of a fault that clears only when the triggering condition had been resolved.
b. Analarm can be filtered in the controller web interface based on:
* Acknowledge Time: The time when the alarm is acknowledged
* Date and Time - Date and time when the alarm is acknowledged
*  Severity: Severity is classified as critical, major or minor
*  Status - Could either be cleared or outstanding
* Type - Alarm type
c. Toview the below alarm information in the controller web interface navigate to Monitor > Alarms

¢ DateandTime

* Code

* Alarm Type
*  Severity

*  Status

*  Activity

* Acknowledged on
* C(Cleared By
* C(Cleared On
* Comments
d. Onan alarm generation, the controller web interface Monitor > Alarms provides the following information as seen
in Figure 1.

Threshold Events are triggered at the source whenever possible.

Users are able to perform various operations on the events, such as filtration, aggregation and counting. The Filter
button is deactivated by default. Click this button if you want to turn off the filter. Click on the gear icon to set the
filters. A text box appears where you can enter the severity, status and start and end date and time. Click OK when
done.

* Alarm console, which displays the cleared and outstanding alarms visible to the user who is currently logged on.

e Alarm summary, which lists various information such as outstanding alarm counts and unacknowledged alarm
counts, etc.

Ruckus SmartZone 100 and Virtual SmartZone Essentials Alarm and Event Reference Guide, 5.1.2
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*  You may clear an alarm or a set of alarms to let other administrators know that you have already resolved the
issue. When you select a group of alarms, the Clear Alarms button is activated. Click this button. A text box
appears where you can enter comments or notes about the resolved issue. Click Apply when done. To view the
cleared alarms, select the cleared option.

*  You may acknowledge an alarm or a set of alarms to let other administrators know that you have acknowledged
it. When you select an alarm or group of alarms, the Acknowledge Alarm button is activated. Click this button.
A text box appears where you need to confirm the acknowledgment. Click Yes when done. The Acknowledged
on column in the Alarms table gets updated.

*  Filtering features based on the alarm attributes. The Filter button is deactivated by default. Click this button if
you want to turn on the filter. Click the gear icon to set the filters. A text box appears where you can enter the
severity, status and start and end date and time. Click OK when done.

* You may also export the data as a CSV file.

FIGURE 1 Alarms

More ¥ Filter On | £ Q

Code -

9 tota

2. Event- On an event generation:

a. The controller collects, receives, and maintains the raw events from the managed entities (control plane, data plane
and access points). These raw events are kept in the controller database, and are automatically purged.

b. The controller allows users to enable/disable certain event types from the managed entities.
* Disabled events are filtered at the source whenever possible to minimize resources for processing events
* Threshold events are triggered at the source whenever possible.

c. The controller provides an events log window as seen in Figure 2) for users to visualize and analyze the events.
Users are able to perform various operations on the events, such as filtration, aggregation and counting. To view the
below event information in the controller web interface navigate to Events & Alarms > Events.

* Date and Time

¢ Code
*  Type
*  Severity

Ruckus SmartZone 100 and Virtual SmartZone Essentials Alarm and Event Reference Guide, 5.1.2
Part Number: 800-72349-001 Rev A 27



Alarm and Event Management
Alarm and Event Management

*  Activity

Event Management lists the disabled events that are filtered at the source whenever possible to minimize
resources for processing events. The SMTP server is disabled by default. You must enable and configure the SMTP
server so notification emails can be delivered successfully.

Threshold Events are triggered at the source whenever possible.

Users are able to perform various operations on the events, such as filtration, aggregation and counting. The Filter
button is deactivated by default. Click this button if you want to turn off the filter. Click on the gear icon to set the
filters. A text box appears where you can enter the severity, status and start and end date and time. Click OK when
done.

The controller gives you the option of exporting the data as a CSV file.

FIGURE 2 Events

Events Event Managameanl Ewent Threshold

T Fiiter Off | £ Q
Date and Time
NOTE
Refer to Alarm Types on page 29 and Events Types on page 89 for the list of alarms and events that the controller
generates.
NOTE

Refer to SNMP MIB Reference Guide for the list of SNMP alarm traps that the controller generates.

NOTE
Refer to Administrator Guide for Viewing of Alarms and Events.
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Introduction

This chapter provides information on the various types of alarms that the controller 100 generates. Alarms are a subset of the
events defined. Categories are inherited from the event.

Accounting Alarms

Following are the alarms related to accounting.

e Accounting server not reachable on page 29

Accounting server not reachable

TABLE 3 Accounting server not reachable alarm

Alarm Accounting server not reachable

Alarm Type accSrvrNotReachable

Alarm Code 1602

Severity Major

Aggregation Policy An alarm is raised for every event from the event code 1602. A single event
triggers a single alarm.

Attribute “mvnold”=12, “ctrIBladeMac"="aa:bb:cc:dd:ee:ff"
“srcProcess"="radiusd", “realm”="wlan.3gppnetwork.org"
“radProxylp"="7.7.7.7", “accSrvrlp"="30.30.30.30"
"{produce.short.name}"="2.2.2.2"

Ruckus SmartZone 100 and Virtual SmartZone Essentials Alarm and Event Reference Guide, 5.1.2
Part Number: 800-72349-001 Rev A



Alarm Types

AP Authentication Alarms

TABLE 3 Accounting server not reachable alarm (continued)

Alarm

Accounting server not reachable

Displayed on the web
interface

Accounting Server [{accSrvrlp}] not reachable from Radius Proxy
[{radProxylp}] on {produce.short.name} [{SZMgmtIp}]

Description

This alarm is triggered when the accounting server cannot be reached.

Recommended Actions

Manual intervention is required. Check the web interface for the SZ
connection to the AAA interface. Also, check if the RADIUS server can reach
the AAA server interface.

NOTE

Refer to Accounting Events on page 89.

AP Authentication Alarms

Following are the alarms related to AP authentication.

* RADIUS server unreachable on page 30

* LDAP server unreachable on page 31

e AD server unreachable on page 31

e WeChat ESP authentication server unreachable on page 31

*  WeChat ESP authentication server unresolvable on page 32

*  WeChat ESP DNAT server unreachable on page 32

*  WeChat ESP DNAT server unresolvable on page 33

RADIUS server unreachable

TABLE 4 RADIUS server unreachable alarm

Alarm RADIUS server unreachable
Alarm Type radiusServerUnreachable
Alarm Code 2102

Severity Major

Aggregation Policy

From the event code 2102 an alarm is raised for every event. A single event
triggers a single alarm.

Attribute

“apMac="xx:xx:xx:xx:xx:xx","ip"="17.0.0.12","fwVersion"="3.2.0.0.x","model"
="ZF7982","zoneUUID"="f77a8816-3049-40cd-8484-82919275ddc3","zoneN

non

ame"="Default Zone","apLocation"=""

Auto Clearance

The alarm is auto cleared with the event code 2101.

Displayed on the web
interface

AP [{apName&&apMac}] is unable to reach radius server [{ip}].

Description

This alarm is triggered when AP is unable to reach RADIUS server.

Recommended Actions

Check the network connectivity between AP and RADIUS server.

30
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LDAP server unreachable

TABLE 5 LDAP server unreachable alarm

Alarm LDAP server unreachable
Alarm Type IdapServerUnreachable
Alarm Code 2122

Severity Major

Aggregation Policy

From the event code 2122 an alarm is raised for every event. A single event
triggers a single alarm.

Attribute

“apMac="xx:xx:xx:xx:xx:xx","ip"="17.0.0.12","fwVersion"="3.2.0.0.x","model"
="ZF7982","zoneUUID"="f77a8816-3049-40cd-8484-82919275ddc3","zoneN
ame"="Default Zone","apLocation"=""

Auto Clearance

The alarm is auto cleared with the event code 2121.

Displayed on the web
interface

AP [{apName&&apMac}] is unable to reach LDAP server [{ip}].

Description

This alarm is triggered when AP is unable to reach LDAP server.

Recommended Actions

Check the network connectivity between AP and LDAP server.

AD server unreachable

TABLE 6 AD server unreachable alarm

Alarm AD server unreachable
Alarm Type adServerUnreachable
Alarm Code 2142

Severity Major

Aggregation Policy

From the event code 2142 an alarm is raised for every event. A single event
triggers a single alarm.

Attribute

“apMac="xx:xx:xx:xx:xxx:xx","ip"="17.0.0.12","fwVersion"="3.2.0.0.x","model"
="ZF7982","zoneUUID"="f77a8816-3049-40cd-8484-82919275ddc3","zoneN

non

ame"="Default Zone","apLocation"=""

Auto Clearance

The alarm is auto cleared with the event code 2141.

Displayed on the web
interface

AP [{apName&&apMac}] is unable to reach AD server [{ip}].

Description

This alarm is triggered when AP is unable to reach AD server.

Recommended Actions

Check the network connectivity between AP and AD server.

WeChat ESP authentication server unreachable

TABLE 7 WeChat ESP authentication server unreachable alarm

Alarm WeChat ESP authentication server unreachable
Alarm Type espAuthServerUnreachable

Alarm Code 2152

Severity Major

Aggregation Policy

From the event code 2152 an alarm is raised for every event. A single event
triggers a single alarm.
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TABLE 7 WeChat ESP authentication server unreachable alarm (continued)
Alarm WeChat ESP authentication server unreachable

Attribute "apMac"="xx:xx:xx:xx:xx:xx","ip"="17.0.0.12","profileld"="1","fwVersion"="3.
2.0.0.x","model"="ZF7982","zoneUUID"="f77a8816-3049-40cd-8484-829192
75ddc3","zoneName"="Default Zone","apLocation"=""

Auto Clearance The alarm is auto cleared with the event code 2151

Displayed on the web AP [{apName&&apMac}] is unable to reach WeChat ESP authentication
interface server [{ip}]

Description This alarm is triggered when AP is unable to reach WeChat ESP

authentication server.

Recommended Actions Check the network connectivity between controller web interface and
WeChat ESP authentication server.

WeChat ESP authentication server unresolvable

TABLE 8 WeChat ESP authentication server unresolvable alarm

Alarm WeChat ESP authentication server unresolvable

Alarm Type espAuthServerUnResolvable

Alarm Code 2154

Severity Major

Aggregation Policy From the event code 2154 an alarm is raised for every event. A single event

triggers a single alarm.

Attribute "apMac"="xx:xx:xx:xx:xx:xx", "dn"="www.test.com","profileld"="1","fwVersion
"="3.2.0.0.x","model"="ZF7982","zoneUUID"="f77a8816-3049-40cd-8484-82
919275ddc3","zoneName"="Default Zone","apLocation"=""

Auto Clearance The alarm is auto cleared with the event code 2153.

Displayed on the web AP [{apName&&apMac}] is unable to resolve WeChat ESP authentication
interface server domain name [{dn}] to IP

Description This alarm is triggered when AP is unable to resolve WeChat ESP

authentication server domain name.

Recommended Actions Check the DNS server configuration settings in the controller web interface.

WeChat ESP DNAT server unreachable

TABLE 9 WeChat ESP DNAT server unreachable alarm

Alarm WeChat ESP DNAT server unreachable

Alarm Type espDNATServerUnreachable

Alarm Code 2162

Severity Major

Aggregation Policy From the event code 2162 an alarm is raised for every event. A single event

triggers a single alarm.

Attribute "apMac"="xx:xx:xx:xx:xx:xx","ip"="17.0.0.12","profileld"="1","fwVersion"="3.
2.0.0.x","model"="ZF7982","zoneUUID"="f77a8816-3049-40cd-8484-829192
75ddc3","zoneName"="Default Zone","apLocation"=""

Auto Clearance The alarm is auto cleared with the event code 2161.
Displayed on the web AP [{apName&&apMac}] is unable to reach WeChat ESP DNAT server [{ip}].
interface
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TABLE 9 WeChat ESP DNAT server unreachable alarm (continued)

Alarm

WeChat ESP DNAT server unreachable

Description

This alarm is triggered when the AP is unable to reach WeChat ESP DNAT
server.

Recommended Actions

Check the network connectivity between controller web interface and
WeChat ESP DNAT server.

WeChat ESP DNAT server unresolvable

TABLE 10 WeChat ESP DNAT server unresolvable alarm

Alarm WeChat ESP DNAT server unresolvable
Alarm Type espDNATServerUnresolvable

Alarm Code 2164

Severity Major

Aggregation Policy

From the event code 2164 an alarm is raised for every event. A single event
triggers a single alarm.

Attribute

"apMac"="xx:xx:xx:xx:xx:xx","dn"="www.test.com","profileld"="1","fwVersion
"="3.2.0.0.x","model"="ZF7982","zoneUUID"="f77a8816-3049-40cd-8484-82
919275ddc3","zoneName"="Default Zone","apLocation"=""

Auto Clearance

The alarm is auto cleared with the event code 2163.

Displayed on the web
interface

AP [{apName&&apMac}] is unable to resolve WeChat ESP DNAT server
domain name [{dn}] to IP

Description

This alarm is triggered when the AP is unable to resolve WeChat ESP DNAT
server domain name.

Recommended Actions

Check the DNS server configuration settings in the controller web interface.

NOTE

Refer to AP Authentication Events on page 134.

AP Communication Alarms

Following are the alarms related to access point communications.

* AP rejected on page 33

* AP configuration update failed on page 34

* AP swap model mismatched on page 34

* AP pre-provision model mismatched on page 35

o AP firmware update failed on page 35
* AP WLAN oversubscribed on page 36

AP rejected

TABLE 11 AP rejected alarm

Alarm

AP rejected

Alarm Type

apStatusRejected
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TABLE 11 AP rejected alarm (continued)

Alarm
Alarm Code
Severity

Aggregation Policy

Auto Clearance
Attribute

Displayed on the web
interface

Description

Recommended Actions

AP configurat

AP rejected
101
Minor

From the event code 105 an alarm is raised for every event. A single event
triggers a single alarm.
The alarm is auto cleared with the event code 103.

"o,

“apMac’="XXXX: XX XXXX:XX",

" ou

WSEIP"="XXX.XXX.XXX.XXX", “reason”="xxx"

{produce.short.name} [{wsgIP}] rejected AP [{apName&&apMac}] because
of [{reason}].

This alarm is triggered when the AP is rejected by the controller.

Check if the number of licenses has exceeded the limit. You would need to
purchase additional licenses, in case of insufficient licenses.

ion update failed

TABLE 12 AP configuration update failed alarm

Alarm
Alarm Type
Alarm Code
Severity

Aggregation Policy

Auto Clearance
Attribute

Displayed on the web
interface

Description

Recommended Actions

AP configuration update failed
apConfUpdateFailed

102

Major

From the event code 111 an alarm is raised for every event. A single event
triggers a single alarm.

The alarm is auto cleared with the event code 110.
“apMac”="xx:xx:xx:xx:xx:xx", “config|D"="23456781234"
AP [{apName&&apMac}] failed to update to configuration [{configID}].

This alarm is triggered when the controller is unable to update the AP
configuration details.

Retrieve the AP support text. Reboot the AP and trigger another
configuration change for upgrading the AP. If it fails revert to the previous
zone firmware.

AP swap model mismatched

TABLE 13 AP swap model

Alarm

Alarm Type

Alarm Code
Severity
Aggregation Policy

Attribute

Displayed on the web
interface

34

mismatched alarm

AP swap model mismatched
apModelDiffWithSwapOutAP
104

Major

From the event code 113 an alarm is raised for every event. A single event
triggers a single alarm.

"apMac"="XXXXXXXXXXXX", "WSZIP"="XXX. XXX XXX.XXX "
“configModel”="xxX.XXX.XXX.XXX", “model”="XXX.XXX.XXX.XXX

AP [{apName&&apMac}] model [{model}] is different from swap
configuration model [{configModel}]
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TABLE 13 AP swap model mismatched alarm (continued)

Alarm

Description

Recommended Actions

AP swap model mismatched

This alarm is triggered when the AP model differs from the swapped
configuration model.

If the model is incorrect delete and rejoin the AP.

AP pre-provision model mismatched

TABLE 14 AP pre-provision model mismatched alarm

Alarm
Alarm Type
Alarm Code
Severity

Aggregation Policy

Attribute

Displayed on the web
interface

Description

Recommended Actions

AP pre-provision model mismatched
apModelDiffWithPreProvConfig

105

Major

From the event code 112 an alarm is raised for every event. A single event
triggers a single alarm.

" u,

“apMac”="Xx:XX:XXXXXX:XX", “WSGIP"="XXX.XXX.XXX.XXX",

"o

“configModel”="XXX.XXX.XXX.XXX".

Iu_ll

model”="XXX.XXX.XXX.XXX"

AP [{apName&&apMac}] model [{model}] is different from per-provision
configuration model [{configModel}]

This alarm is triggered when the AP model differs from the per-provision
configuration model.

If the model is incorrect delete the AP for the AP to rejoin to get the proper
AP configuration.

AP firmware update failed

TABLE 15 AP firmware update failed alarm

Alarm
Alarm Type
Alarm Code
Severity

Aggregation Policy

Auto Clearance
Attribute

Displayed on the web
interface

Description

Recommended Actions

AP firmware update failed

apFirmwareUpdateFailed

107

Major

From the event code 107 an alarm is raised for every event. A single event
triggers a single alarm.

The alarm is auto cleared with the event code 106.

"apMac"="XXXXXXXXXXXX", "WSZIP"="XXX.XXX. XXX.XXX"

AP [{apName&&apMac}] failed to update its firmware from [{fromVersion}]
to [{toVersion}] [{reason}]

This alarm is triggered when the AP fails to update the firmware details on
the controller.

Retrieve the AP support text. Reboot the AP and trigger another
configuration change for upgrading the AP. If it fails revert to the previous
zone firmware.
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AP WLAN oversubscribed

TABLE 16 AP WLAN oversubscribed alarm

Alarm

Alarm Type

Alarm Code
Severity
Aggregation Policy

Attribute

Displayed on the web
interface

Description

Recommended Actions

AP WLAN oversubscribed

apWIlanOversubscribed

108

Major

From the event code 114 an alarm is raised for every event. A single event
triggers a single alarm.

"apMac"="XX: XX XX XX XX XX

AP [{apName&&apMac}] does not have enough capacity to deploy all
wlans. Only maximum wlan number of the AP can be deployed

This alarm is triggered when the AP exceeds the maximum capacity for
deploying all WLANs. Only a maximum number of WLAN APs can be
deployed.

Any of the following are the recommended actions.

¢ Create a new WLAN group with WLANSs. Ensure that it is not more
than the AP's WLAN capacity. Apply the new WLAN group to either
the AP or the AP's AP Group.

. Find the WLAN group used by the AP and reduce the number of
WLAN.

AP LBS Alarms

Following are the alarms related to AP Location Based Service.

* No LSresponses on page 36

e LS authentication failure on page 37

* AP failed to connect to LS on page 37

No LS responses

TABLE 17 No LS responses alarm

Alarm

Alarm Type

Alarm Code

Severity

Aggregation Policy
Attribute

Displayed on the web
interface

Description

Recommended Actions

36

No LS responses

apLBSNoResponses
701
Major

From the event code 701 an alarm is raised for every event. A single event
triggers a single alarm.

n_u. " u

“apMac”="XX XX XX XX XX XX,

"_un

urI"=““,”p0rt —

AP [{apName&&apMac}] no response from LS: url=[{url}], port=[{port}]

This alarm is triggered when the AP does not get a response when trying to
connect to the location based service.

This alarm is triggered when the location server fails to respond to the AP
request due to an error or the server is an maintenance mode. Report this
to the location server owner.
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LS authentication failure

TABLE 18 LS authentication failure alarm

Alarm LS authentication failure
Alarm Type apLBSAuthFailed

Alarm Code 702

Severity Major

Aggregation Policy

From the event code 702 an alarm is raised for every event. A single event
triggers a single alarm.

Attribute

“apMac”="XX:XXXXXXXX:XX", “url"=""port"=""

Displayed on the web
interface

AP [{apName&&apMac}] LBS authentication failed: url=[{url}], port=[{port}]

Description

This alarm is triggered due to the authentication failure on connecting to
the location based service.

Recommended Actions

The password needs to be corrected in the LBS service page.

AP failed to connect to LS

TABLE 19 AP failed to connect to LS alarm

Alarm AP failed to connect to LS
Alarm Type apLBSConnectFailed
Alarm Code 704

Severity Major

Aggregation Policy

From the event code 704 an alarm is raised for every event. A single event
triggers a single alarm.

Auto Clearance

The alarm is auto cleared with the event code 703.

Attribute

" u

“apMac”="XX:XXXXXXXX:XX", “url"=""port"=""

Displayed on the web
interface

AP [{apName&&apMac}] connection failed to LS: url=[{url}], port=[{port}]

Description

This alarm is triggered when the AP fails to connect to the location based
service.

Recommended Actions

This alarm is triggered either when the location server is unreachable or
the network connection is unstable or the domain name system (DNS)
configuration is incorrect. It is recommended to check all the three possible
error codes 701, 702 and 704.

NOTE

Refer to AP LBS Events on page 104.

AP State Change Alarms

Following are the alarms related to access point state changes.

* AP rebooted by system on page 38

* AP disconnected on page 38

e AP deleted on page 39
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AP State Change Alarms

e AP cable modem interface down on page 39

* AP DHCP service failure on page 39

e AP NAT failure on page 40

* AP DHCP/NAT DWPD Ethernet port configuration override on page 40
*  SZ DHCP/NAT DWPD Ethernet port configuration override on page 41

* SIMremoval on page 41

AP rebooted by system

TABLE 20 AP rebooted by system alarm

Alarm AP rebooted by system
Alarm Type apRebootBySystem
Alarm Code 302

Severity Major

Aggregation Policy

From the event code 302 an alarm is raised for every event. A single event
triggers a single alarm.

Attribute

“apMac’="XxX: XX XX XX XX XX, “reason”="xxxxx"

Displayed on the web
interface

AP [{apName&&apMac}] rebooted by the system because of [{reason}]

Description

This alarm is triggered when the system reboots the AP.

Recommended Actions

Check the reasons for the reboot. If the reason is unknown, retrieve the AP
support text and send it to Ruckus support.

AP disconnected

TABLE 21 AP disconnected alarm

Alarm AP disconnected
Alarm Type apConnectionLost
Alarm Code 303

Severity Major

Aggregation Policy

From the event code 303 an alarm is raised for every event. A single event
triggers a single alarm.

Auto Clearance

The alarm is auto cleared with the event code 312

Attribute

n_n.

“apMac”="XX: XX XX XX XX XX

Displayed on the web
interface

AP [{apName&&apMac}] disconnected

Description

This alarm is triggered when the AP disconnects from the controller.

Recommended Actions

Check the network and the communicator process on the controller. Try
rebooting the AP locally.

38
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AP deleted

TABLE 22 AP deleted alarm

Alarm AP deleted
Alarm Type apDeleted
Alarm Code 306
Severity Major

Aggregation Policy

From the event code 313 an alarm is raised for every event. A single event
triggers a single alarm.

Attribute

n_n.

“apMac’="XXXX XX XX XX XX

Displayed on the web
interface

AP [{apName&&apMac}] deleted

Description

This alarm is triggered when the AP is deleted.

Recommended Actions

This is a user action and to confirm check the user audit.

AP cable modem interface down

TABLE 23 AP cable modem interface down alarm

Alarm AP cable modem interface down
Alarm Type cableModemDown

Alarm Code 308

Severity Major

Aggregation Policy

From the event code 316 an alarm is raised for every event. A single event
triggers a single alarm.

Auto Clearance

The alarm is auto cleared with the event code 325.

Attribute

“apMac”="XX: XX XX XX XX XX

Displayed on the web
interface

AP [{apName&&apMac}] cable modem interface is down

Description

This alarm is triggered when the AP cable modem interface is down.

Recommended Actions

Check cable modem. Try rebooting the cable modem.

NOTE

Refer to AP State Change Events on page 114.

AP DHCP service failure

TABLE 24 AP DHCP service failure alarm

Alarm Both primary and secondary DHCP server APs are down
Alarm Type apDHCPServiceFailure

Alarm Code 341

Severity Major

Aggregation Policy

From the event code 341 an alarm is raised for every event. A single event
triggers a single alarm.

Attribute

"primaryServerMac”="Xx:XX:XX:XX:XX:XX",

“secondaryServerMac”="xx:XX:XX:XX:XX:xX"
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AP State Change Alarms

TABLE 24 AP DHCP service failure alarm (continued)

Alarm

Displayed on the web
interface

Description

Recommended Actions

Both primary and secondary DHCP server APs are down

AP DHCP service failure. Both primary DHCP AP [{primaryServerMac}] and
secondary DHCP server AP [{secondaryServerMac}] are down.

This alarm is triggered when the primary and secondary DHCP server APs
fail.

Deploy DHCP service on another AP.

AP NAT failure

TABLE 25 AP NAT failure alarm

Alarm

Alarm Type
Alarm Code
Severity

Aggregation Policy
Attribute

Displayed on the web
interface

Description

AP cable modem interface down NAT failure detected by controller due to
three (3) consecutive NAT gateway APs are down

apNATFailureDetectedbySZ
346
Major

From the event code 346 an alarm is raised for every event. A single event
triggers a single alarm.

non non

"apMacT”="XxX:XX:XX:XX:XX:XX", "apMac2"="XX:XX:XX:XX:XX:XX", "apMac3"="xx:x
XIXXIXXIXXXX

NAT failure detected by SZ since three (3) consecutive NAT gateway IPs are
down AP1=[{apMac1}] AP2=[{apMac2}] AP3=[{apMac3}] (All consecutive
NAT APs are down in case of less than 3 NAT Gateway APs configured). The
NAT traffic for some of the clients may get affected for the respective
VLANS.

This alarm is triggered when the controller detects three (3) consecutive
failures of NAT server APs.

AP DHCP/NAT DWPD Ethernet port configuration override

TABLE 26 AP DHCP/NAT DWPD Ethernet port configuration override alarm

Alarm

Alarm Type

Alarm Code

Severity

Aggregation Policy
Attribute

Displayed on the web

interface

Description

40

AP DHCP/NAT DWPD Ethernet port configuration override

clusterRedundancyApRehomelncomplete
1026
Major

From the event code 1026 an alarm is raised for every event. A single event
triggers a single alarm.

"apMac" = “xx:xx:xx:xx:xx:xx", "ethPort" = "xxx" , "forwardingType" = "xxx"

AP[{apMac}] does not have any available ethernet port for LAN. Overriding
[{ethPort}] configured as [{forwardingType}], to LAN/Local Subnet by
DHCP/NAT DWPD configuration.

This alarm is triggered when the AP does not have an available Ethernet
port for LAN.
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SZ DHCP/NAT DWPD Ethernet port configuration override

TABLE 27 SZ DHCP/NAT DWPD Ethernet port configuration override alarm

Alarm SZ DHCP/NAT DWPD Ethernet port configuration override
Alarm Type sZCfgDhcpNatManualEthPortConfigOverride

Alarm Code 1027

Severity Major

Aggregation Policy

From the event code 10276 an alarm is raised for every event. A single
event triggers a single alarm.

Attribute

"apMac" = “xx:xxx:xx:xx:xx:xx", "ethPort" = "xxx" , "forwardingType" = "xxx"

Displayed on the web
interface

[{ethPort}] already configured as [{forwardingType}] for AP[{apMac}].
Overriding to LAN/Local Subnet by DHCP/NAT configuration.

Description

This alarm is triggered when the Ethernet port is already configured for the
AP.

NOTE

Refer to AP State Change Alarms on page 37.

SIM removal

TABLE 28 SIM removal alarm

Alarm SIM removal
Alarm Type simRemoval
Alarm Code 9109
Severity Major

Aggregation Policy

From the event code 7002, an alarm is raised for every event. A single event
triggers a single alarm.

Auto Clearance

The alarm code is auto cleared with the event code 7002.

Attribute

apMac = “XxX:xx:xx:xx:xx:xx", currSim = "SIM 0"

Displayed on the web
interface

AP [{apName&&apMac}] [{currSim}] removed

Description

This alarm is triggered when the SIM is removed.

Recommended Actions

No action is required.

Authentication Alarms

The following are the alarms related to authentication.

* Authentication server not reachable on page 42

* Authentication failed over to secondary on page 42

e Authentication fallback to primary on page 43

o  AD/LDAP connectivity failure on page 43
*  Bind fails with AD/LDAP on page 44

e Bind success with LDAP, but unable to find clear text password for the user on page 44

*  RADIUS fails to connect to AD NPS server on page 45
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* RADIUS fails to authenticate with AD NPS server on page 45
e Fails to establish TLS tunnel with AD/LDAP on page 46

Authentication server not reachable

TABLE 29 Authentication server not reachable alarm

Alarm

Alarm Type

Alarm Code
Severity
Aggregation Policy

Attribute

Displayed on the web
interface

Description

Recommended Actions

Authentication server not reachable
authSrvrNotReachable

1601

Major

From the event code 1601 an alarm is raised for every event. A single event
triggers a single alarm.

“mvnold”=12 “ctrIBladeMac"="aa:bb:cc:dd:ee:ff" “srcProcess"="radiusd"”
“realm”="wlan.mnc080.mcc405.3gppnetwork.org" “radProxylp"="7.7.7.7"
“authSrvrip"="20.20.20.20" "SZMgmtlp"="2.2.2.2"

Authentication Server [{authSrvrip}] not reachable from Radius Proxy
[{radProxylp}] on {produce.short.name} [{SZMgmtlp}]

This alarm is triggered when the authentication fails since the primary or
secondary servers are not reachable.

Manual intervention is required. Check the web interface for the interface
from the controller to AAA server. Also check if the AAA server can be
reached from the RADIUS server. Ensure that the AAA server is UP.

Authentication failed over to secondary

TABLE 30 Authentication failed over to secondary alarm

Alarm

Alarm Type
Alarm Code
Severity

Aggregation Policy

Attribute

Displayed on the web
interface

Description

Recommended Actions

a2

Authentication failed over to secondary
authFailedOverToSecondary

1651

Major

From the event code 1651 an alarm is raised for every event. A single event
triggers a single alarm.

“mvnold”=12 “ctrIBladeMac"="aa:bb:cc:dd:ee:ff", srcProcess"="radiusd"
“realm”="wlan.mnc080.mcc405.3gppnetwork.org" “radProxylp"="7.7.7.7"
“primary"="20.20.20.20" “secondary”="30.30.30.30" "SZMgmtlp"="2.2.2.2"

Radius Server Failed Over from Primary [{primary}] to Secondary
[{secondary}] on Radius Proxy [{radProxylp}] on {produce.short.name}
[{SZMgmtip}]

This alarm is triggered when the secondary RADIUS server is available after
the primary server becomes zombie or dead.

No operator action is required.
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Authentication fallback to primary

TABLE 31 Authentication fallback to primary alarm

Alarm
Alarm Type
Alarm Code
Severity

Aggregation Policy

Attribute

Displayed on the web
interface

Description

Recommended Actions

Authentication fallback to primary

authFallbackToPrimary

1652

Major

From the event code 1652 an alarm is raised for every event. A single event
triggers a single alarm.

“mvnold”=12 “ctrIBladeMac"="aa:bb:cc:dd:ee:ff" “srcProcess"="radiusd”
“realm”="wlan.mnc080.mcc405.3gppnetwork.org" “radProxylp”="7.7.7.7"
“primary"="20.20.20.20" “secondary”="30.30.30.30" "SZMgmtlp"="2.2.2.2"

Radius Server Fallback to Primary [{primary}] from Secondary [{secondary}]
on Radius Proxy [{radProxylp}] on {produce.short.name} [{SZMgmtip}]

This alarm is triggered when automatic fallback is enable. Consequently,
the authentication failover to secondary server occurs and the revival timer
for the primary server expires, and the requests falls back to the primary
server.

No action is required.

AD/LDAP connectivity failure

TABLE 32 AD/LDAP connectivity failure alarm

Alarm

Alarm Type

Alarm Code
Severity
Aggregation Policy

Attribute
Displayed on the web
interface

Description

Recommended Actions

AD/LDAP connectivity failure
racADLDAPFail

1752

Major

From the event code 1752 an alarm is raised for every event. A single event
triggers a single alarm.

“ctriBladeMac"="aa:bb:cc:dd:ee:ff”, “/mvnold”=12, “srcProcess"="RAC",
“authSrvrlp”="1.1.1.1", "SZMgmtlp"="2.2.2.2"

“desc”="Connection to AD/LDAP fails"

[{srcProcess}] Connect to AD/LDAP[{authSrvrlp}] fails from
{produce.short.name}[{SZMgmtip}]

This alarm is triggered when RADIUS server fails to connect with AD/LDAP
server.

¢ Check whether AD/LDAP server instance is running on the target

machine

. Check whether the AD/LDAP server can be reached from the
controller

e Verify if AD/LDAP server instances are listening on ports 3268 and
389

e Verify if the requests are reaching AD/LDAP servers by any packet
capture tool (tcpdump, wireshark)
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Bind fails with AD/LDAP

TABLE 33 Bind fails with AD/LDAP alarm

Alarm
Alarm Type
Alarm Code
Severity

Aggregation Policy

Attribute

Displayed on the web
interface

Description

Recommended Actions

Bind fails with AD/LDAP

racADLDAPBindFail

1753

Major

From the event code 1753 an alarm is raised for every event. A single event

triggers a single alarm.

“ctriBladeMac"="aa:bb:cc:dd:ee:ff", “mvnold”=12, “srcProcess"="RAC",

“authSrvrlp”=“1.1.1.1", “username”="testuser’

"SZMgmtlp"="2.2.2.2", "desc”"="Bind to AD/LDAP fails"

“ctrIBladeMac"="aa:bb:cc:dd:ee:ff", “mvnold"=12, “srcProcess"="RAC",

“authSrvrlp”=“1.1.1.1", “username”="testuser’

"SZMgmtlp"="2.2.2.2", “desc"="Bind to AD/LDAP fails”

This alarm is triggered when RADIUS server binding fails to AD/LDAP server.
e Verify the base and administrator domain names as configured in

the controller web interface

e Verify the administrator user name and password as configured
in the controller web interface

¢ Verify whether the configured administrator user name and
password is authenticated by the AD/LDAP servers

Bind success with LDAP, but unable to find clear text password for

the user

TABLE 34 Bind success with LDAP, but unable to find clear text password for the user alarm

Alarm

Alarm Type

Alarm Code
Severity
Aggregation Policy

Attribute

Displayed on the web
interface

Description

Recommended Actions

44

Bind success with LDAP, but unable to find clear text password for the user
racLDAPFailToFindPassword

1754

Major

From the event code 1754 an alarm is raised for every event. A single event
triggers a single alarm.

“ctriBladeMac"="aa:bb:cc:dd:ee:ff", “mvnold”=12, “srcProcess"="RAC",

"n_ u.

“authSrvrlp”="1.1.1.1", “username”"= “testuser’
"SZMgmtlp"="2.2.2.2", “desc"="Fail to find password”
“ctrlBladeMac”="aa:bb:cc:dd:ee:ff", “mvnold”=12
“srcProcess"="RAC", “authSrvrlp”"="1.1.1.1", “username”= “testuser’
"SZMgmtlp"="2.2.2.2", “desc"="Fail to find password"]

This alarm is triggered when binding is successful with LDAP server using
root credentials but it is unable to retrieve the clear text password for the
user.

Verify whether the given username and clear text password are configured
in the LDAP server.

Ruckus SmartZone 100 and Virtual SmartZone Essentials Alarm and Event Reference Guide, 5.1.2
Part Number: 800-72349-001 Rev A



Alarm Types
Authentication Alarms

RADIUS fails to connect to AD NPS server

TABLE 35 RADIUS fails to connect to AD NPS server alarm

Alarm

Alarm Type

Alarm Code
Severity
Aggregation Policy

Attribute

Displayed on the web
interface

Description

Recommended Actions

RADIUS fails to connect to AD NPS server
racADNPSFail

1755

Major

From the event code 1755 an alarm is raised for every event. A single event
triggers a single alarm.

“ctriBladeMac"="aa:bb:cc:dd:ee:ff”, “mvnold"=12

"n_u.

“srcProcess"="RAC", “authSrvrlp”="1.1.1.1", “username”="testuser’

"SZMgmtlp"="2.2.2.2", “desc”= "Fails to connect to AD NPS server”

[{srcProcess}] Fails to connect to AD NPS[{authSrvrip}] from
{produce.short.name} [{SZMgmtlIp}

This alarm is triggered RADIUS server fails to connect to AD NPS server.
e Verify if the configured NPS server instance is up and running
(Network Policy Server)

e Verify if the NPS server instance is communicating on the
standard RADIUS port 1812

. Ensure that Windows server where AD/NPS server is provisioned
can be reached from the controller web interface

RADIUS fails to authenticate with AD NPS server

TABLE 36 RADIUS fails to authenticate with AD NPS server alarm

Alarm

Alarm Type

Alarm Code
Severity
Aggregation Policy

Attribute
Displayed on the web
interface

Description

Recommended Actions

RADIUS fails to authenticate with AD NPS server
racADNPSFailToAuthenticate

1756

Major

From the event code 1756 an alarm is raised for every event. A single event
triggers a single alarm.

“ctriBladeMac"="aa:bb:cc:dd:ee:ff”, “mvnold”=12, “srcProcess"="RAC",
“authSrvrlp”="1.1.1.1", “"username"="testuser’

"SZMgmtlp"="2.2.2.2", “desc"="Fails to authenticate with AD NPS"”

[{srcProcess}] Fails to authenticate AD NPS[{authSrvrip}] on
{produce.short.name}[{SZMgmtlp}] for User[{userName}

This alarm is triggered when RADIUS server fails to authenticate with AD
NPS server.

. The shared secret for NPS server should be same as that of
administrator password provisioned in the controller web
interface for AD server

¢ NPS should be configured to accept request (CHAP and
MSCHAPV2) from the controller

. For CHAP authentication to work the AD server should store the
password in reversible encryption format

*  Ensure that NPS is registered with AD server
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Control and Data Plane Interface Alarms

NOTE

Refer to Authentication Events on page 142.

Fails to establish TLS tunnel with AD/LDAP

TABLE 37 Fails to establish TLS tunnel with AD/LDAP alarm

Alarm Fails to establish TLS tunnel with AD/LDAP
Alarm Type racADLDAPTLSFailed

Alarm Code 1762

Severity Major

Aggregation Policy

From the event code 1762 an alarm is raised for every event. A single event
triggers a single alarm.

Attribute

“ctrlBladeMac”="aa:bb:cc:dd:ee:ff", “mvnold”=12
“srcProcess"="RAC", “authSrvrip” ="1.1.1.1"
“authSrvrPort”"="636", "SCGMgmtlIp"="2.2.2.2"
“desc"=" Fail to establish TLS Tunnel with LDAP/AD"

Displayed on the web
interface

[{srcProcess}] Fails to authenticate AD NPS[{authSrvrip}] on
SCG[{SCGMgmtlp}] for User[{userName}

Description

This alarm is triggered when TLS connection between the controller and
AD/LDAP fails.

NOTE

Refer to Authentication Events on page 142.

Control and Data Plane Interface Alarms

NOTE

This section is not applicable for vSZ-E.

Following alarm relates to control and data plane.

* GtpManager (DP) disconnected on page 46

GtpManager (DP) disconnected

TABLE 38 GtpManager (DP) disconnected alarm

Alarm GtpManager (DP) disconnected
Alarm Type lostCnxnToDblade

Alarm Code 1202

Severity Major

Aggregation Policy

From the event code 1202 an alarm is raised for every event. A single event
triggers a single alarm.

Auto Clearance

The alarm code is auto cleared with the event code 1201.

Attribute

“ctrIBladeMac"="aa:bb:cc:dd:ee:ff"” “srcProcess"="aut” “realm”="NA"
“ctriBladelp”="1.1.1.1" "dataBladelp"="3.3.3.3" "SZMgmtlp"="2.2.2.2"

46
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TABLE 38 GtpManager (DP) disconnected alarm (continued)

Alarm

GtpManager (DP) disconnected

Displayed on the web
interface

The connectivity between Control plane [{ctrIBladelp}] and Data plane
[{dataBladelp}] is lost at {produce.short.name} [{SZMgmtIp}]

Description

This alarm is triggered due to transmission control protocol (TCP)
connection loss or when control plane is unable to complete the
configuration procedure successfully.

Recommended Actions

A manual intervention is required. Refer to Control and Data Plane
Interface Events on page 150 event 1201.

NOTE

Refer to Control and Data Plane Interface Events on page 150.

Cluster Alarms

Following are alarms related to cluster:

* New node failed to join on page 48

* Node removal failed on page 48

* Node out of service on page 49

e Clusterin maintenance state on page 49

o Cluster backup failed on page 49

*  Cluster restore failed on page 50

o Cluster upgrade failed on page 50

o Cluster application stopped on page 51

* Node bond interface down on page 51

*  Node physical interface down on page 52

o Cluster node rebooted on page 52

*  Cluster node shut down on page 53

* Disk usage exceed threshold on page 53

e Cluster out of service on page 54

e Cluster upload AP firmware failed on page 54

o Cluster add AP firmware failed on page 54

* Unsync NTP time on page 55

o Cluster upload KSP file failed on page 55

*  Configuration backup failed on page 55

*  Configuration restore failed on page 56

* AP certificate updated on page 56

* Upgrade SS table failed on page 57

*  Over switch max capacity on page 57
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New node failed to join

TABLE 39 New node failed to join alarm

Alarm
Alarm Type
Alarm Code
Severity

Aggregation Policy

Auto Clearance
Attribute

Displayed on the web
interface

Description

Recommended Actions

New node failed to join

newNodeJoinFailed
801
Critical

From the event code 803 an alarm is raised for every event. A single event
triggers a single alarm.

The alarm code is auto cleared with the event code 802.

n_n. nou

“clusterName"="xxx",

n_n.

nodeName"="xxx",
“nodeMac”=" XX:XX:XX:XX:XX:XX"

New node [([{nodeName}]) failed to join cluster [{clusterName}]

This alarm is triggered when a node fails to join a cluster session. The
controller web Interface displays the error message.

When the operation fails, the user can run the join process. If it continues
to fail, please send the complete log files to Ruckus support. Download the
system log file by logging to the controller system. Navigate to
Administration >> Diagnostics >> Application Logs & Status. Possible causes
are:

¢ The joining node is unable to complete the syncing of data in
time. This could be due to the existing node performing
compaction/repair etc.

¢ The communication between the nodes may be broken. This
could cause the operation to timeout such as IP address change
or due to other events, which affects the network. Usually, it does
not last for a long period of time.

Node removal failed

TABLE 40 Node removal failed alarm

Alarm
Alarm Type
Alarm Code
Severity

Aggregation Policy

Auto Clearance
Attribute

Displayed on the web
interface

Description

Recommended Actions

48

Node removal failed
removeNodeFailed
802

Major

From the event code 805 an alarm is raised for every event. A single event
triggers a single alarm.

The alarm code is auto cleared with the event code 804.

nou

“clusterName”="xxx", “nodeName"="xxx",

“nodeMac”=" XX XX XX XX:XX:XX"

Node [{nodeName}] failed to remove from cluster [{clusterName}].

This alarm is triggered when it is unable to remove a node from the cluster.

In general, this alarm should rarely occur. If it occurs, restore to the
previous backup file. Please send the complete log files to Ruckus support.
Download the system log file by logging to the controller system. Navigate
to Administration > Diagnostics > Application Logs & Status.
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Node out of service

TABLE 41 Node out of service alarm

Alarm
Alarm Type
Alarm Code
Severity

Aggregation Policy

Auto Clearance
Attribute

Displayed on the web
interface

Description

Recommended Actions

Node out of service
nodeOutOfService
803

Critical

From the event code 806 an alarm is raised for every event. A single event
triggers a single alarm.

The alarm code is auto cleared with the event code 835.

n_n. nou

“clusterName"="xxx",

n_n.

nodeName"="xxx",
“nodeMac”=" XX:XX:XX:XX:XX:XX"

Node [{nodeName}] in cluster [{clusterName}] is out of service. Reason:
[{reason}].

This alarm is triggered when a node is out of service.

The operator/user needs to check the application/interface state.

Cluster in maintenance state

TABLE 42 Cluster in maintenance state alarm

Alarm

Alarm Type

Alarm Code
Severity
Aggregation Policy

Auto Clearance
Attribute

Displayed on the web
interface

Description

Recommended Actions

Cluster in maintenance state

clusterinMaintenanceState
804
Critical

From the event code 807 an alarm is raised for every event. A single event
triggers a single alarm.
The alarm code is auto cleared with the event code 808.

“clusterName”="xxx"

Cluster [{clusterName}] is in maintenance state

This alarm is triggered when a cluster is in a maintenance state.
Possible causes:
*  The entire system backup is in process.
. In a two-node cluster, the remove-node process is working.
For any other cause, please send the complete log files to Ruckus support.

Download the system log file by logging to the controller system. Navigate
to Administration > Diagnostics > Application Logs & Status.

Cluster backup failed

TABLE 43 Cluster backup failed alarm

Alarm
Alarm Type
Alarm Code

Severity

Cluster backup failed

backupClusterFailed
805
Major
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TABLE 43 Cluster backup failed alarm (continued)

Alarm

Aggregation Policy

Auto Clearance
Attribute

Displayed on the web
interface

Description

Recommended Actions

Cluster backup failed

From the event code 810 an alarm is raised for every event. A single event
triggers a single alarm.

The alarm code is auto cleared with the event code 809.
“clusterName"="xxx"

Cluster [{clusterName}] backup failed. Reason:[{reason}].

This alarm is triggered when a cluster backup fails.

Check the disk usage. Try restoring the communication between nodes for
a few more times. If the backup continues to fail or if you encounter Python
script errors, please send the complete log files to Ruckus support.
Download the system log file by logging to the controller system. Navigate
to Administration > Diagnostics > Application Logs & Status. Possible
causes:

¢ Insufficient disk space.
*  Communication between nodes may be broken.
*  Errors due to the underlying Python script.

Cluster restore failed

TABLE 44 Cluster restore failed alarm

Alarm
Alarm Type
Alarm Code
Severity

Aggregation Policy

Auto Clearance
Attribute

Displayed on the web
interface

Description

Recommended Actions

Cluster restore failed
restoreClusterFailed
806

Major

From the event code 812 an alarm is raised for every event. A single event
triggers a single alarm.

The alarm code is auto cleared with the event code 811.
“clusterName”="xxx"

Cluster [{clusterName}] restore failed. Reason:[{reason}].

This alarm is triggered when a cluster restore fails.

Try a few more times. If the backup restore continues failing, please send
the complete log files to Ruckus support. Download the system log file by
logging to the controller system. Navigate to Administration > Diagnostics >
Application Logs & Status.

The possible cause could be that the command for all nodes in the cluster
failed. This could be due to a broken communication link between the
nodes.

Cluster upgrade failed

TABLE 45 Cluster upgrade failed alarm

Alarm

Alarm Type

Alarm Code

50

Cluster upgrade failed

upgradeClusterFailed
807
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TABLE 45 Cluster upgrade failed alarm (continued)

Alarm
Severity

Aggregation Policy

Auto Clearance
Attribute

Displayed on the web
interface

Description

Recommended Actions

Cluster upgrade failed

Major

From the event code 815 an alarm is raised for every event. A single event
triggers a single alarm.

The alarm code is auto cleared with the event code 814.

"clusterName"="xxx", “nodeName"="xxx",
“nodeMac”=" xx:xx:xx:xx:xx:xx", “fromVersion"="x.x",
“toVersion”="x.x"

Cluster [{clusterName}] could not be upgraded from [{fromVersion}] to
[{toVersion}]. Reason:[{reason}].

This alarm is triggered when a version upgrade of a cluster fails.

Check the disk usage. Try restoring the communication between nodes for
a few times. If the backup continues to fail or if you encounter Python script
errors, please send the complete log files to Ruckus support. Download the
system log file by logging to the controller system. Navigate to
Administration > Diagnostics > Application Logs & Status. Possible
causes:

¢ Insufficient disk space.
¢ Communication between nodes might be broken.
. Errors due to the underlying Python script.

Cluster application stopped

TABLE 46 Cluster application stopped alarm

Alarm
Alarm Type
Alarm Code
Severity

Aggregation Policy

Auto Clearance
Attribute

Displayed on the web
interface

Description

Recommended Actions

Cluster application stopped
clusterAppStop

808

Critical

From the event code 816 an alarm is raised for every event. A single event
triggers a single alarm.

The alarm code is auto cleared with the event code 817.
“appName”="xxxx", “nodeName"="xxx", “nodeMac”=" XX:XX:XX:XX:XX:XX"

Application [{appName}] on node [{nodeName}] stopped

This alarm is triggered when the application on a node stops.

This could happen to any application for various reasons. Please send the
complete log files to Ruckus support. Download the system log file by
logging to the controller system. Navigate to Administration > Diagnostics >
Application Logs & Status.

Node bond interface down

TABLE 47 Node bond interface down alarm

Alarm

Alarm Type

Node bond interface down

nodeBondInterfaceDown
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TABLE 47 Node bond interface down alarm (continued)

Alarm
Alarm Code
Severity

Aggregation Policy

Auto Clearance
Attribute

Displayed on the web
interface

Description

Recommended Actions

Node bond interface down
809
Major

From the event code 821 an alarm is raised for every event. A single event
triggers a single alarm.

The alarm code is auto cleared with the event code 822.

" ou

"nodeName”="xxx",

" ou;

nodeMac”"="xxx", “ifName"="xxxx"

Network interface [{networkinterface| |ifName}] on node [{nodeName}] is
down.

This alarm is triggered when the network interface of a node is down.

Check if the network cables of both the physical interfaces are broken.
Alternatively, check if the physical interfaces for this bond interface is
broken. Please send the complete log files to Ruckus support. Download
the system log file by logging to the controller system. Navigate to
Administration > Diagnostics > Application Logs & Status.

Node physical interface down

TABLE 48 Node physical interface down alarm

Alarm
Alarm Type
Alarm Code
Severity

Aggregation Policy

Auto Clearance
Attribute

Displayed on the web
interface

Description

Recommended Actions

Node physical interface down
nodePhylnterfaceDown

810

Critical

From the event code 824 an alarm is raised for every event. A single event
triggers a single alarm.

The alarm code is auto cleared with the event code 825.
“nodeName”="xxx", “nodeMac”=" XX:XX:XX:XX:XX:XX",
“ifName”="xxxx"

Physical network interface [{networkinterface| |ifName}] on node
[{nodeName}] is down.

This alarm is triggered when the physical interface of a node is down.

Check if the network cables of both the physical interfaces are broken.
Alternatively, check if the physical interfaces for this bond interface is
broken. Please send the complete log files to Ruckus support. Download
the system log file by logging to the controller system. Navigate to
Administration >> Diagnostics >> Application Logs & Status.

Cluster node rebooted

TABLE 49 Cluster node rebooted alarm

Alarm
Alarm Type
Alarm Code
Severity

Aggregation Policy

52

Cluster node rebooted
nodeRebooted

811

Major

From the event code 826 an alarm is raised for every event. A single event
triggers a single alarm.
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TABLE 49 Cluster node rebooted alarm (continued)

Alarm Cluster node rebooted

Attribute "nodeName”="xxx", “nodeMac"="xxx"

Displayed on the web Node [{nodeName}] in cluster [{clusterName}] rebooted

interface

Description This alarm is triggered when the node is rebooted.

Recommended Actions Usually, this occurs due to user actions like manual reboot of a node,

upgrade or restoration of a cluster. Please send the complete log files to
Ruckus support. Download the system log file by logging to the controller
system. Navigate to Administration >> Diagnostics >> Application Logs &
Status.

Cluster node shut down

TABLE 50 Cluster node shut down alarm

Alarm Cluster node shut down

Alarm Type nodeShutdown

Alarm Code 813

Severity Major

Aggregation Policy From the event code 828 an alarm is raised for every event. A single event
triggers a single alarm.

Auto Clearance The alarm code is auto cleared with the event code 826.

Attribute "nodeName"="xxx", "nodeMac"="X)X:XX:XX:XX:XX:XX "

Displayed on the web Node [{nodeName}] has been shut down

interface

Description This alarm is triggered when the node shutdowns.

Recommended Actions This usually occurs due to a user action. Please send the complete log files

to Ruckus support. Download the system log file by logging to the
controller system. Navigate to Administration >> Diagnostics >> Application
Logs & Status.

Disk usage exceed threshold

TABLE 51 Disk usage exceed threshold alarm

Alarm Disk usage exceed threshold

Alarm Type diskUsageExceed

Alarm Code 834

Severity Critical

Aggregation Policy From the event code 838 an alarm is raised for every event. A single event
triggers a single alarm.

Attribute "nodeName"="xx", "status"="xx"

Displayed on the web The disk usage of node [{nodeName}] is over {status}%.

interface

Description This alarm is triggered when the disk usage has reached the threshold

limit.The disk usage percentage can be configured from 60% to 90%.

Recommended Actions It is recommended that the user moves the backup files to the file transfer
protocol (FTP) server and deletes the moved backup files.
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Cluster out of service

TABLE 52 Cluster out of service alarm

Alarm Cluster out of service
Alarm Type clusterOutOfService
Alarm Code 843

Severity Critical

Aggregation Policy

From the event code 843 an alarm is raised for every event. A single event
triggers a single alarm.

Auto Clearance

The alarm code is auto cleared with the event code 808.

Attribute

"clusterName"="xx"

Displayed on the web
interface

Cluster [{clusterName}] is out of service.

Description

This alarm is triggered when cluster is out of service.

Recommended Actions

It is recommended that the operator/user checks the out of service node to
locate the reason.

Cluster upload AP firmware failed

TABLE 53 Cluster upload AP firmware failed alarm

Alarm Cluster upload AP firmware failed
Alarm Type clusterUploadAPFirmwareFailed
Alarm Code 850

Severity Major

Aggregation Policy

From the event code 850 an alarm is raised for every event. A single event
triggers a single alarm.

Auto Clearance

The alarm code is auto cleared with the event code 849

Attribute

"clusterName"="xx"

Displayed on the web
interface

Cluster [{clusterName}] upload AP firmware failed.

Description

This alarm is triggered when the cluster upload to AP firmware fails.

Recommended Actions

It is recommended that the operator uploads the AP patch.

Cluster add AP firmware failed

TABLE 54 Cluster add AP firmware failed alarm

Alarm Cluster add AP firmware failed
Alarm Type clusterAddAPFirmwareFailed
Alarm Code 853

Severity Major

Aggregation Policy

From the event code 853 an alarm is raised for every event. A single event
triggers a single alarm.

Auto Clearance

The alarm code is auto cleared with the event code 852

Attribute

"clusterName"="xx"
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TABLE 54 Cluster add AP firmware failed alarm (continued)

Alarm

Cluster add AP firmware failed

Displayed on the web
interface

Cluster [{clusterName}] add AP firmware failed.

Description

This alarm is triggered when the cluster upload to AP firmware fails.

Recommended Actions

It is recommended that the operator applies the AP patch.

Unsync NTP time

TABLE 55 Unsync NTP time alarm

Alarm Unsync NTP time
Alarm Type unsyncNTPTime
Alarm Code 855

Severity Major

Aggregation Policy

From the event code 855 an alarm is raised for every event. A single event
triggers a single alarm.

Attribute

"nodeName"="xx", "reason"="xx", "status"="xx"

Displayed on the web
interface

Node [{nodeName}] time is not synchronized because of [{reason}]. The
time difference is [{status}] seconds.

Description

This alarm is triggered when the cluster time is not synchronized.

Cluster upload KSP file failed

TABLE 56 Cluster upload KSP file failed alarm

Alarm Cluster upload KSP file failed
Alarm Type clusterUploadKspFileFailed
Alarm Code 858

Severity Major

Aggregation Policy

From the event code 858 an alarm is raised for every event. A single event
triggers a single alarm.

Auto Clearance

The alarm code is auto cleared with the event code 857

Attribute

"clusterName"="xx"

Displayed on the web
interface

Cluster [{clusterName}] upload KSP file failed.

Description

This alarm is triggered when the cluster time is not synchronized.

Configuration backup failed

TABLE 57 Configuration backup failed alarm

Alarm Configuration backup failed
Alarm Type clusterCfgBackupFailed
Alarm Code 862

Severity Major
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TABLE 57 Configuration backup failed alarm (continued)

Alarm

Aggregation Policy

Auto Clearance
Attribute

Displayed on the web
interface

Description

Recommended Actions

Configuration backup failed

From the event code 862 an alarm is raised for every event. A single event
triggers a single alarm.

The alarm code is auto cleared with the event code 861.
"clusterName"="xxx"

Cluster [{clusterName}] configuration backup failed.

This alarm is triggered when the configuration backup fails.

Download the web log file from the controller web interface to check for
errors.

Configuration restore failed

TABLE 58 Configuration restore failed alarm

Alarm
Alarm Type
Alarm Code
Severity

Aggregation Policy

Auto Clearance
Attribute

Displayed on the web
interface

Description

Recommended Actions

Configuration restore failed
clusterCfgRestoreFailed
864

Major

From the event code 864 an alarm is raised for every event. A single event
triggers a single alarm.

The alarm code is auto cleared with the event code 863.
"clusterName"="xxx"

Cluster [{clusterName}] configuration restore failed.

This alarm is triggered when the cluster restoration fails.

Download the web log file from the controller web interface to check for
errors.

AP certificate updated

TABLE 59 AP certificate updated alarm

Alarm
Alarm Type
Alarm Code
Severity

Aggregation Policy

Auto Clearance
Attribute

Displayed on the web
interface

Description

Recommended Actions

56

AP certificate updated
apCertificateExpire
865

Critical

From the event code 865 an alarm is raised for every event. A single event
triggers a single alarm.

The alarm code is auto cleared with the event code 866.
"count"="XXX"

[{count}] APs need to update their certificates.

This alarm is triggered when the AP certificate is not valid.

AP certificates need to be refreshed. Navigate to Administration > AP
Certificate Replacement page to verify and follow the certificate refresh
process.
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NOTE

Refer to Cluster Events on page 169.

Upgrade SS table failed

TABLE 60 Upgrade SS table failed alarm

Alarm Upgrade SS table failed
Alarm Type upgradeSSTableFailed
Alarm Code 868

Severity Major

Aggregation Policy

From the event code 866 an alarm is raised for every event. A single event
triggers a single alarm.

Attribute

"nodeName"="xxx"

Displayed on the web
interface

Node [{nodeName}] upgrade SSTable failed.

Description

This alarm is triggered when the SS table upgrade fails.

Over switch max capacity

TABLE 61 Over switch max capacity alarm

Alarm Over switch max capacity
Alarm Type OverSwitchMaxCapacity
Alarm Code 21001

Severity Critical

Aggregation Policy

From the event code 21001, an alarm is raised for every event. A single
event triggers a single alarm.

Attribute

Displayed on the web
interface

The volume of switches is over system capacity.

Description

This alarm is triggered when the volume of switches is over system
capacity.

Configuration Alarms

Following are the alarms related to configuration.

e Zone configuration preparation failed on page 58

* AP configuration generation failed on page 58

e End-of-life AP model detected on page 58
*  VLAN configuration mismatch on non DHCP/NAT WLAN on page 59
*  VLAN configuration mismatch on DHCP/NAT WLAN on page 59
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Zone configuration preparation failed

TABLE 62 Zone configuration preparation failed alarm

Alarm Zone configuration preparation failed
Alarm Type zoneCfgPrepareFailed

Alarm Code 1021

Severity Major

Aggregation Policy

From the event code 1021 an alarm is raised for every event. A single event
triggers a single alarm.

Attribute

"nodeMac"="50:A7:33:24:E7:90","zoneName"="openZone"

Displayed on the web
interface

Failed to prepare zone [{zoneName}] configuration required by ap
configuration generation

Description

This alarm is triggered when the controller is unable to prepare a zone
configuration required by the AP.

Recommended Actions

APs under these zone stay functional but are unable to receive new
settings. Contact Ruckus support to file an error bug along with the log file.

AP configuration generation failed

TABLE 63 AP configuration generation failed alarm

Alarm AP configuration generation failed
Alarm Type apCfgGenFailed

Alarm Code 1022

Severity Major

Aggregation Policy

From the event code 1022 an alarm is raised for every event. A single event
triggers a single alarm.

Attribute

"nodeMac"="50:A7:33:24:E7:90","zoneName"="openZone",
"apCfgGenFailedCount"="25"

Displayed on the web
interface

Failed to generate configuration for [{apCfgGenFailedCount}] AP(s) under
zone[{zoneName}]

Description

This alarm is triggered when the controller fails to generate the AP
configuration under a particular zone.

Recommended Actions

APs under these zone stay functional but are unable to receive the new
settings. Contact Ruckus support to file an error bug along with the log file.

End-of-life AP model detected

TABLE 64 End-of-life AP model detected alarm

Alarm End-of-life AP model detected
Alarm Type cfgGenSkippedDueToEolAp
Alarm Code 1023

Severity Major

Aggregation Policy

From the event code 1023 an alarm is raised for every event. A single event
triggers a single alarm.

Attribute

“nodeMac”="50:A7:33:24:E7:90","zoneName"="openZone","model"="R300,T
300"
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TABLE 64 End-of-life AP model detected alarm (continued)

Alarm

Displayed on the web
interface
Description

Recommended Actions

NOTE

End-of-life AP model detected

Detected usage of end-of-life ap model(s)[{model}] while generating
configuration for AP(s) under zone[{zoneName}]

This alarm is triggered when the controller detects the AP model's end-of-
life under a certain zone.

These obsoleted APs occupies licensed AP space. Disconnect these
unsupported AP models from the given zone by:

. Reset the APs to a factory setting using the AP command line

Delete these APs through the controller Web Interface > Configuration
AP List

Refer to Configuration Events on page 191.

VLAN configuration mismatch on non DHCP/NAT WLAN

TABLE 65 VLAN configuration mismatch on non DHCP/NAT WLAN alarm

Alarm

Alarm Type
Alarm Code
Severity

Aggregation Policy
Attribute

Displayed on the web
interface

Description

VLAN configuration mismatch detected between configured and resolved
VLAN with DVLAN/VLAN pooling configuration on non-DHCP/NAT WLAN
apCfgNonDhcpNatWlanVlanConfigMismatch

1024

Critical

From the event code 1023 an alarm is raised for every event. A single event
triggers a single alarm.

“ssid"="xxxx", “wlanID"="xxxx", “configuredVlan"="5"

DHCP/NAT gateway AP [{apMac}] detected VLAN configuration mismatch
on non-DHCP/NAT WLAN [{ssid}]. Configured VLAN is [{configuredVlan}]
and resolved VLAN is [{vlanld}]. Clients may not be able to get IP or access
Internet.

This alarm is triggered when the AP detects a non DHCP/NAT WLAN. VLAN
configuration mismatches with DVLAN/VLAN pooling configuration on
gateway AP.

VLAN configuration mismatch on DHCP/NAT WLAN

TABLE 66 VLAN configuration mismatch on DHCP/NAT WLAN alarm

Alarm

Alarm Type
Alarm Code
Severity

Aggregation Policy
Attribute

Displayed on the web
interface

VLAN configuration mismatch detected between configured and resolved
VLAN with DVLAN/VLAN pooling configuration on DHCP/NAT WLAN

apCfgDhcpNatWlanVlanConfigMismatch
1025
Critical

From the event code 1023 an alarm is raised for every event. A single event
triggers a single alarm.

“ssid”"="xxxx", “wlanID"="xxxx", “configuredVlan"="5", “vlanld"="11",
"apMac"=""XX: XX XX XX XX XX"

DHCP/NAT gateway AP [{apMac}] detected VLAN configuration mismatch
on DHCP/NAT WLAN [{ssid}]. Configured VLAN is [{configuredVlan}] and
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TABLE 66 VLAN configuration mismatch on DHCP/NAT WLAN alarm (continued)

Alarm

VLAN configuration mismatch detected between configured and resolved
VLAN with DVLAN/VLAN pooling configuration on DHCP/NAT WLAN

resolved VLAN is [{vlanld}]. Clients may not be able to get IP or access
Internet.

Description

This alarm is triggered when the AP detects a DHCP/NAT WLAN. VLAN
configuration mismatches with DVLAN/VLAN pooling configuration on
gateway AP.

NOTE

Refer to Configuration Events on page 191.

Data Plane Alarms

Following are the alarms related to data plane.

* Data plane configuration update failed on page 60

* Data plane disconnected on page 61

* Data plane physical interface down on page 61

* Data plane process restarted on page 61

* Data plane license is not enough on page 62

e Data plane upgrade failed on page 62

Data plane configuration update failed

TABLE 67 Data plane configuration update failed alarm

Alarm Data plane configuration update failed
Alarm Type dpConfUpdateFailed

Alarm Code 501

Severity Major

Aggregation Policy

From the event code 505 an alarm is raised for every event. A single event
triggers a single alarm.

Auto Clearance

The alarm code is auto cleared with the event code 504

Attribute

“dpKey"="xx:xx:xx:xx:xx:xx", “configlD"=" 123456781234567"

Displayed on the web
interface

Data plane [{dpName| | dpKey}] failed to update to configuration
[{configID}1.

Description

This alarm is triggered when the data plane configuration update fails since
it was unable to transfer the configuration update from the control plane to
the data plane.

Recommended Actions

Check the data plane configuration and the CPU utilization of the control
plane. The possible cause could be of the server being busy at that
particular moment. Check to see if the event is persistent.

60

Ruckus SmartZone 100 and Virtual SmartZone Essentials Alarm and Event Reference Guide, 5.1.2

Part Number: 800-72349-001 Rev A



Data plane disconnected

TABLE 68 Data plane disconnected alarm

Alarm Data plane disconnected
Alarm Type dpDisconnected

Alarm Code 503

Severity Critical

Aggregation Policy

From the event code 513 an alarm is raised for every event. A single event
triggers a single alarm.

Auto Clearance

The alarm code is auto cleared with the event code 512.

Attribute

7

“dpKey"="XX:XX:XXXXXXXX", “WSGIP"="XXX.XXX.XXX. XXX

Displayed on the web
interface

Data plane [{dpName| | dpKey}] disconnected from {produce.short.name}
[{cpName| |wsglIP}]

Description

This alarm is triggered when the data plane gets disconnected from the
controller since it fails to update the status to the control plane.

Recommended Actions

Check if the communicator is still alive and if the cluster interface is
working.

Data plane physical interface down

TABLE 69 Data plane physical interface down alarm

Alarm Data plane physical interface down
Alarm Type dpPhylnterfaceDown

Alarm Code 504

Severity Critical

Aggregation Policy

From the event code 514 an alarm is raised for every event. A single event
triggers a single alarm.

Auto Clearance

The alarm code is auto cleared with the event code 515.

Attribute

“portID"="xx", “dpKey"="XxX:XX:XX:XX:XX:XX"

Displayed on the web
interface

Network link of port [{portID}] on data plane [{dpName | | dpKey}] is down

Description

This alarm is triggered when the physical interface link of the data plane is
down due to the fiber cable connection.

Recommended Actions

Check if the fiber cable between the data plane and the switch is firmly
connected.

Data plane process restarted

TABLE 70 Data plane process restarted alarm

Alarm Data plane process restarted
Alarm Type dpProcessRestart

Alarm Code 520

Severity Major

Aggregation Policy

From the event code 520 an alarm is raised for every event. A single event
triggers a single alarm.

Attribute

dpKey="xx:xx:xx:xx:xx:xx", processName="xxxx"
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TABLE 70 Data plane process restarted alarm (continued)

Alarm

Displayed on the web
interface

Description

Recommended Actions

Data plane process restarted

[{processName}] process got re-started on data plane [{dpName&&dpKey}]

This alarm is triggered when a process in data plane restarts since it fails to
pass the health check.

No action required.

Data plane license is not enough

NOTE

Alarm 538 is applicable only for vSZ-E.

TABLE 71 Data plane license is not enough alarm

Alarm
Alarm Type
Alarm Code
Severity

Aggregation Policy

Attribute

Displayed on the web
interface

Description

Recommended Actions

Data plane license is not enough
dpLicenselnsufficient

538

Major

From the event code 538 an alarm is raised for every event. A single event
triggers a single alarm.

"count"=<delete-vdp-count>

DP license is not enough, [{count}] instance of DP will be deleted.

This alarm is triggered when the number of data plane licenses are
insufficient.

Check if the number of data plane licenses has exceeded the limit. You
would need to purchase additional licenses, in case of insufficient licenses
and synchronize the licenses.

Data plane upgrade failed

NOTE

Alarm 553 is applicable only for vSz-E

TABLE 72 Data plane upgrade failed alarm

Alarm
Alarm Type
Alarm Code
Severity

Aggregation Policy

Attribute

Displayed on the web
interface

Description

Recommended Actions

62

Data plane upgrade failed
dpLicenselnsufficient

553

Major

From the event code 553 an alarm is raised for every event. A single event
triggers a single alarm.

7

“dpKey"="XX: XX XX XX XX XX"

Data plane [{dpName&&dpKey}] failed to upgrade.

This alarm is triggered when the data plane upgrade fails.

There are several possible reasons to trigger alarm 553. The operator has
to ensure the accuracy of network connectivity and version availability. For
advanced process, check the debug log for reason of upgrade failure. Note:
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TABLE 72 Data plane upgrade failed alarm (continued)

Alarm

Data plane upgrade failed

Debug file includes the upgrade log file. The operator can get the debug log
from vSZ web interface or through vSZ-D CLI.
The operator can use the following vSZ-D CLI commands to:

*  View the previous upgrade status and reason in case of a failure -
ruckus# show upgrade-state / ruckus# show upgrade-
history

. Save the debug file for viewing - ruckus (debug) # save-log

. Check the connection status between vSZ and vSZ-D -
ruckus# show status

. Check the current vSZ-D software version -

ruckus# show version

Note: Refer to the vSZ-D CLI Reference Guide for details on the CLI
commands mentioned above.

NOTE

Refer to Data Plane Events on page 201.

Alarm Types
Data Plane Alarms

Data plane of data center side fails to connect to the CALEA server

TABLE 73 Data plane of data center side fails to connect to the CALEA server alarm

Alarm Data plane of data center side fails to connect to the CALEA server
Alarm Type dpDcToCaleaConnectFail

Alarm Code 1258

Severity Major

Aggregation Policy

From the event code 1258 an alarm is raised for every event. A single event
triggers a single alarm.

Attribute

nou

“dpKey"="Xx:XX:XX:XX:XX:XX", “caleaServer|P"="XxXX.XXX.XXX.XXX",

"dpIP"="xx.XX.XX.XX", "reason"="xxxxxx"

Displayed on the web
interface

Data Plane of Data Center side[{dpName&&dpKey}] fails to connects to the
CALEA server[{caleaServer|P}]

Description

This alarm is triggered when the data plane fails to connect to the CALEA
server.

Recommended Actions

Check the connectivity between data plane and CALEA server.

Data plane fails to connects to the other data plane

TABLE 74 Data plane fails to connects to the other data plane alarm

Alarm Data plane fails to connects to the other data plane
Alarm Type dpP2PTunnelConnectFail

Alarm Code 1261

Severity Major

Aggregation Policy

From the event code 1261 an alarm is raised for every event. A single event
triggers a single alarm.

Attribute

“dpKey"="xx:XX:Xx:XX:Xx:XX", "dpIP"="XX.XX.XX.XX",
“targetDpKey"="Xx:XX:XX:XX:XX:XX", “targetDplp"="XXX.XXX.XXX.XXX"
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TABLE 74 Data plane fails to connects to the other data plane alarm (continued)

Alarm

Data plane fails to connects to the other data plane

Displayed on the web
interface

Data Plane[{dpName&&dpKey}] fails connects to the other Data
Plane[{targetDpKey&&targetDplp}]

Description

This alarm is triggered when the data plane fails to connect to another data
plane.

Recommended Actions

Check the connectivity between data planes.

Data Plane DHCP IP Pool usage rate is 100 percent

TABLE 75 Data plane DHCP IP pool usage rate is 100 percent alarm

Alarm Data plane DHCP IP pool usage rate is 100 percent
Alarm Type dpDhcplpPoolUsageRate100

Alarm Code 1265

Severity Critical

Aggregation Policy

From the event code 1265 an alarm is raised for every event. A single event
triggers a single alarm.

Attribute

“dpKey"="XX:XXXXXXXX:XX"

Displayed on the web
interface

Data Plane[{dpName&&dpKey}] DHCP IP Pool usage rate is 100 percent

Description

This alarm is triggered when the data plane DHCP pool usage rate reaches
100%

Recommended Actions

Increase the size of the DHCP IP address pool, or reduce the number of
stations requiring addresses.

NOTE

Refer toData Plane Events on page 201

IPMI Alarms

NOTE

This section is not applicable for vSZ-E.

Following are the alarms related to IPMls.

* ipmiThempBB on page 64

* ipmiThempP on page 65

* ipmiFan on page 65

* ipmiFanStatus on page 66

ipmiThempBB

TABLE 76 ipmiThempBB alarm

Ruckus SmartZone 100 and Virtual SmartZone Essentials Alarm and Event Reference Guide, 5.1.2

Alarm ipmiThempBB
Alarm Type ipmiThempBB
Alarm Code 902
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TABLE 76 ipmiThempBB alarm (continued)

Alarm ipmiThempBB

Severity Major

Aggregation Policy From the event code 902 an alarm is raised for every event. A single event
triggers a single alarm.

Auto Clearance The alarm code is auto cleared with the event code 927.

Attribute "id"="x", "status"="xxxxx", "nodeMac"="XxX:XX:XX:XX:XX:XX"

Displayed on the web Baseboard temperature [{status}] on control plane [{nodeMac}]

interface

Description This alarm is triggered due to the increase/decrease of the baseboard

temperature status of the control plane. Baseboard threshold
temperatures are in the range of 10° Celsius to 61° Celsius. The default
threshold is 61°C.

Recommended Actions Check the fan module. Decrease the ambient temperature if the fan
module is working.

ipmiThempP

TABLE 77 ipmiThempP alarm

Alarm ipmiThempP

Alarm Type ipmiThempP

Alarm Code 907

Severity Major

Aggregation Policy From the event code 907 an alarm is raised for every event. A single event
triggers a single alarm.

Auto Clearance The alarm code is auto cleared with the event code 932.

Attribute "id"="x", "status"="xxxxx", "nodeMac"="X)X:XX:XX:XX:XX:XX"

Displayed on the web Processor [{id}] temperature [{status}] on control plane [{nodeMac}]

interface

Description This alarm is triggered when the reading surpasses threshold value is <=
550 Celsius. The default threshold is 55°C.

Recommended Actions Check and replace the CPU fan module if required. Decrease the ambient

temperature if the fan module is working.

ipmiFan
TABLE 78 ipmiFan alarm
Alarm ipmiFan
Alarm Type ipmiFan
Alarm Code 909
Severity Major
Aggregation Policy From the event code 909 an alarm is raised for every event. A single event
triggers a single alarm.
Auto Clearance The alarm code is auto cleared with the event code 934.
Attribute "id"="x", "status"="xxxxx", "nodeMac"="XxX:XX:XX:XX:XX:XX"
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TABLE 78 ipmiFan alarm (continued)

Alarm

ipmiFan

Displayed on the web
interface

System fan [{id}] module [{status}] on control plane [{nodeMac}]

Description

This alarm is triggered when the control plane’s fan module status is
shown.

Recommended Actions

Replace the fan module.

ipmiFanStatus

TABLE 79 ipmiFanStatus alarm

Alarm ipmiFanStatus
Alarm Type ipmiFanStatus
Alarm Code 912

Severity Major

Aggregation Policy

From the event code 912 an alarm is raised for every event. A single event
triggers a single alarm.

Auto Clearance

The alarm code is auto cleared with the event code 937.

Attribute

"id"="x", "status"="xxxxx", "nodeMac"="XX:XX:XX:XX:XX:XX""

Displayed on the web
interface

Fan module [{id}] [{status}] on control plane [{nodeMac}]

Description

This alarm is triggered when the control plane’s fan module shows the
status as not working.

Recommended Actions

Replace the fan module.

NOTE

Refer to IPMI Events on page 219.

Licensing

Interface Alarms

The following are the alarms related to licensing:

* License going to expire on page 66

* Insufficient license capacity on page 67

e Data plane DHCP IP license insufficient on page 67

* Data plane NAT session license insufficient on page 68

* Insufficient license capacity on page 68

License going

to expire

TABLE 80 License going to expire alarm
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Alarm License going to expire
Alarm Type licenseGoingToExpire
Alarm Code 1255
Severity Major
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TABLE 80 License going to expire alarm (continued)

Alarm

Aggregation Policy

Attribute

Displayed on the web
interface

Description

Recommended Actions

License going to expire

From the event code 1255 an alarm is raised for every event. A single event
triggers a single alarm.

n_u. "l

="XXXT,

n_u

“nodeName licenseType"=" xxx"

The [{licenseType}] on node [{nodeName}] will expire on
[{associationTime}].

This alarm is triggered when the validity of the license is going to expire.

Check the validity of licenses. You would need to purchase additional
licenses if validity expires.

Insufficient license capacity

TABLE 81 Insufficient license capacity alarm

Alarm

Alarm Type

Alarm Code

Severity

Aggregation Policy
Attribute

Displayed on the web
interface

Description

Recommended Actions

NOTE

Insufficient license capacity
apConnectionTerminatedDueTolnsufficientLicense
1256

Major

From the event code 1256 an alarm is raised for every event. A single event
triggers a single alarm.

"licenseType"=" xxx"

Insufficient [{licenseType}] license is detected and it will cause existing AP
connections to terminate.

This alarm is triggered when connected APs are rejected due to insufficient
licenses.

Check the number of licenses. You would need to purchase additional
licenses due to insufficient number of licenses.

Refer to Licensing Interface Events on page 222.

Data plane DHCP IP license insufficient

TABLE 82 Data plane DHCP IP license insufficient alarm

Alarm
Alarm Type
Alarm Code
Severity

Aggregation Policy

Attribute

Displayed on the web
interface

Data plane DHCP IP license insufficient
dpDhcplpLicenseNotEnough

1277

Major

From the event code 1277 an alarm is raised for every event. A single event
triggers a single alarm.

"totalLicenseCnt"="1234567890",
"consumedLicenseCnt"="1234567890",
"availableLicenseCnt"="1234567890"

This alarm occurs when Data Plane DHCP IP license insufficient. ( total
[{totalLicenseCnt}], consumed [{consumedLicenseCnt}], available
[{availableLicenseCnt}] )
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TABLE 82 Data plane DHCP IP license insufficient alarm (continued)

Alarm

Data plane DHCP IP license insufficient

Description

This alarm is triggered when the data plane DHCP IP license is insufficient.

Data plane NAT session license insufficient

TABLE 83 Data plane NAT session license insufficient alarm

Alarm Data plane NAT session license insufficient
Alarm Type dpNatSessionLicenseNotEnough

Alarm Code 1278

Severity Major

Aggregation Policy

From the event code 1277 an alarm is raised for every event. A single event
triggers a single alarm.

Attribute

"totalLicenseCnt"="1234567890",
"consumedLicenseCnt"="1234567890",
"availableLicenseCnt"="1234567890"

Displayed on the web
interface

This alarm occurs when Data Plane NAT session license insufficient. ( total
[{totalLicenseCnt}], consumed [{consumedLicenseCnt}], available
[{availableLicenseCnt}] )

Description

This alarm is triggered when the data plane NAT server license is
insufficient.

NOTE

Refer to Licensing Interface Events on page 222.

Insufficient license capacity

TABLE 84 Insufficient license capacity alarm

Alarm Insufficient license capacity

Alarm Type switchConnectionTerminatedDueTolnsufficientLicense
Alarm Code 1289

Severity Major

Aggregation Policy

From the event code 1289 an alarm is raised for every event. A single event
triggers a single alarm.

Attribute

"licenseType"=" xxx"

Displayed on the web
interface

Insufficient [{licenseType}] license is detected and it will cause existing
switch connections to terminate.

Description

This alarm is triggered when some connected switches are rejected due to
insufficient license capacity.

SCI Alarms

Following are the alarms related to SCI (Small Cell Insight).

e Connectto SCI failure on page 69

e SCl has been disabled on page 69
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e SCland FTP have been disabled on page 69

Connect to SCI failure

TABLE 85 Connect to SCI failure alarm

Alarm Connect to SCl failure
Alarm Type connectToSciFailure
Alarm Code 4003

Severity Major

Aggregation Policy

From the event code 4003 an alarm is raised for every event. A single event
triggers a single alarm.

Displayed on the web
interface

Try to connect to SCI with all SCI profiles but failure.

Description

This alarm occurs when the controller tries connecting to SCl with its
profiles but fails.

SCI has been disabled

TABLE 86 SCI has been disabled alarm

Alarm SCl has been disabled
Alarm Type disabledSciDueToUpgrade
Alarm Code 4004

Severity Warning

Aggregation Policy

From the event code 4004 an alarm is raised for every event. A single event
triggers a single alarm.

Auto Clearance

The alarm is auto cleared with the event code 4003.

Displayed on the web
interface

SCI has been disabled due to SZ upgrade, please reconfigure SCI if needed.

Description

This alarm occurs when SCl is disabled due to the controller upgrade. This
could require reconfiguration of SCI.

Recommended Actions

The controller does not support SCI prior to version 2.3. You would need to
upgrade SCl to 2.3 or above and reconfigure the required information of
SCl on the controller dashboard.

SCIl and FTP have been disabled

TABLE 87 SCI and FTP have been disabled alarm

Alarm SCl and FTP have been disabled

Alarm Type disabledSciAndFtpDueToMutuallyExclusive
Alarm Code 4005

Severity Warning

Aggregation Policy

From the event code 4005 an alarm is raised for every event. A single event
triggers a single alarm.

Auto Clearance

The alarm is auto cleared with the event code 4004.

Displayed on the web
interface

SCl and FTP have been disabled. It is recommended to enable SCl instead
of FTP
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TABLE 87 SCl and FTP have been disabled alarm (continued)

Alarm

SCl and FTP have been disabled

Description

This event occurs when the SCl and FTP are disabled.

NOTE

Refer to SCI Events on page 227.

System Alarms

NOTE

{produce.short.name} refers to SZ or vSZ-E.

Following are the alarms with the system log severity:

* No LSresponses on page 70

* LS authentication failure on page 71

* {produce.short.name} failed to connect to LS on page 71

* Syslog server unreachable on page 71

e (CSVexport FTP maximum retry on page 72

*  (CSVexport disk threshold exceeded on page 72

o (CSVexportdisk max capacity reached on page 72

*  Process restart on page 73

* Service unavailable on page 73

o Keepalive failure on page 74

* Resource unavailable on page 74

* The last one data plane is disconnected zone affinity profile on page 75

* Unconfirmed program detection on page 75

No LS responses

TABLE 88 No LS responses alarm

Alarm No LS responses
Alarm Type scgLBSNoResponse
Alarm Code 721

Severity Major

Aggregation Policy

From the event code 721 an alarm is raised for every event. A single event
triggers a single alarm.

Attribute

n_u. " ou

“nodeMac”="Xx:xx:Xx:xx:xx:xx", “url"=", “port”"="", “SZMgmtlp"=""

Displayed on the web
interface

{produce.short.name} [{SZMgmtlp}] no response from LS: url=[{url}],
port=[{port}]

Description

This alarm is triggered when the controller does not get a response while
connecting to the location based service.

Recommended Actions

Check if the location server is working properly.
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LS authentication failure

TABLE 89 LS authentication failure alarm

Alarm LS authentication failure
Alarm Type scgLBSAuthFailed

Alarm Code 722

Severity Major

Aggregation Policy

From the event code 722 an alarm is raised for every event. A single event
triggers a single alarm.

Attribute

n_u. " ou

“nodeMac”="Xx:xx:xx:xx:xx:xx", “url"=", “port"="", “SZMgmtlp"=""

Displayed on the web
interface

{produce.short.name} [{SZMgmtlp}] authentication failed: url=[{url}],
port=[{port}]

Description

This alarm is triggered due to the authentication failure on connecting to
the location based service.

Recommended Actions

Check the location server password.

{produce.short.name} failed to connect to LS

TABLE 90 {produce.short.name} failed to connect to LSalarm

Alarm {produce.short.name} failed to connect to LS
Alarm Type scgLBSConnectFailed

Alarm Code 724

Severity Major

Aggregation Policy

From the event code 724 an alarm is raised for every event. A single event
triggers a single alarm.

Auto Clearance

The alarm is auto cleared with the event code 723.

Attribute

n_u. " ou

“nodeMac”="Xx:xx:xx:xx:xx:xx", “url"=", “port"="", “SZMgmtlp"=""

Displayed on the web
interface

{produce.short.name} [{SZMgmtlp}] connection failed to LS: url=[{url}],
port=[{port}]

Description

This alarm is triggered when the controller fails to connect to the location
based service.

Recommended Actions

Check the location service configuration. Also check the network
connectivity between the controller and location server.

Syslog server unreachable

TABLE 91 Syslog server unreachable alarm

Alarm Syslog server unreachable
Alarm Type syslogServerUnreachable
Alarm Code 751

Severity Major

Aggregation Policy

From the event code 751 an alarm is raised for every event. A single event
triggers a single alarm.

Auto Clearance

The alarm is auto cleared with the event code 750.

Attribute

" u,

“nodeMac”="xx:xx:xx:xx:xx:xx", “syslogServerAddress"="xxX.XXX.XXXX.XXX"
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TABLE 91 Syslog server unreachable alarm (continued)

Alarm

Syslog server unreachable

Displayed on the
SmartZone web interface

Syslog server [{syslogServerAddress}] is unreachable on
{produce.short.name}.

Description

This alarm is triggered when the syslog server is unreachable.

Recommended Actions

Check the network between the controller and the syslog server.

CSV export FTP maximum retry

TABLE 92 CSV export FTP maximum retry alarm

Alarm CSV export FTP maximum retry
Alarm Type csvFtpTransferMaxRetryReached
Alarm Code 974

Severity Major

Aggregation Policy

From the event code 974 an alarm is raised for every event. A single event
triggers a single alarm.

Auto Clearance

The alarm is auto cleared with the event code 750.

Attribute

"oui

“nodeName”="XxX:XX:XX:XX:XX:XX", “Ip"="XX XX XX XX XX XX,
“PortID"="xx:xx:Xx:Xx:xx:xX", “filename"="xxxX.XXX.XXXX.XXX"

Displayed on the
SmartZone web interface

Description

This alarm is triggered when CSV file fails to transfer after a maximum of
five (5) retries.

CSV export disk threshold exceeded

TABLE 93 CSV export disk threshold exceeded alarm

Alarm CSV export disk threshold exceeded
Alarm Type csvDiskThresholdExceeded

Alarm Code 975

Severity Warning

Aggregation Policy

From the event code 975 an alarm is raised for every event. A single event
triggers a single alarm.

Attribute

“nodeName”="xx:xx:xx:xx:xx:xx", “threshold"="xx:Xx:XX:XX:XX:XX",
“availableDiskSize"="XX:XX:XX:XX:XX:XX"

Displayed on the
SmartZone web interface

Description

This alarm is triggered when CSV report size exceeds 80% of its capacity.

Recommended Actions

CSV export disk max capacity reached

TABLE 94 CSV export disk max capacity reached alarm
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TABLE 94 CSV export disk max capacity reached alarm (continued)

Alarm CSV export disk max capacity reached

Alarm Code 976

Severity Critical

Aggregation Policy From the event code 976 an alarm is raised for every event. A single event

triggers a single alarm.
Attribute “nodeName”="xx:xx:xx:xx:xx:xx", “allocatedDiskSize"="XxX:XX:XX:XX:XX:XX"

Displayed on the
SmartZone web interface

Description This alarm is triggered when CSV report size reaches its maximum capacity.

Recommended Actions

Process restart

TABLE 95 Process restart alarm

Alarm Process restart

Alarm Type processRestart

Alarm Code 1001

Severity Major

Aggregation Policy From the event code 1001 an alarm is raised for every event. A single event

triggers a single alarm.

Attribute “ctriBladeMac”="aa:bb:cc:dd:ee:ff", “srcProcess"="nc",

“realm”="NA", “processName"="aut",
" {produce.short.name}Mgmtlp"="2.2.2.2"

Displayed on the web [{processName}] process got re-started on {produce.short.name}
interface [{SZMgmtlp}]

Description This alarm is triggered when any process crashes and restarts.
Recommended Actions Download the process log file from the controller web Interface to

understand the cause of the error.

Service unavailable

TABLE 96 Service unavailable alarm

Alarm Service unavailable

Alarm Type serviceUnavailable

Alarm Code 1002

Severity Critical

Aggregation Policy From the event code 1002 an alarm is raised for every event. A single event

triggers a single alarm.

Attribute “ctriBladeMac"="aa:bb:cc:dd:ee:ff", “srcProcess"="nc",

“realm”="NA", “processName"="aut",
" {produce.short.name}Mgmtlp"="2.2.2.2"

Displayed on the web [{processName}] process is not stable on {produce.short.name}

interface [{SZMgmtlp}]

Description This alarm is triggered when the process repeatedly restarts and is
unstable.
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TABLE 96 Service unavailable alarm (continued)

Alarm

Recommended Actions

Service unavailable

A manual intervention is required. Download the process log file from the
controller web Interface to find the cause of the error.

Keepalive failure

TABLE 97 Keepalive failure alarm

Alarm
Alarm Type
Alarm Code
Severity

Aggregation Policy

Attribute

Displayed on the web
interface

Description

Recommended Actions

Keepalive failure
keepAliveFailure
1003

Major

From the event code 1003 an alarm is raised for every event. A single event
triggers a single alarm.

“ctriBladeMac”="aa:bb:cc:dd:ee:ff", “srcProcess"="nc",

“realm”="NA", “processName"="aut”,
" {produce.short.name}Mgmtlp"="2.2.2.2"

[{srcProcess}] on Smart Zone [{SZMgmtlp}] restarted [{processName}]
process

This alarm is triggered when the mon/nc restarts the process due to a keep
alive failure.

Download the process log file from the controller web Interface to locate
the cause of the error.

Resource unavailable

TABLE 98 Resource unavailable alarm

Alarm

Alarm Type
Alarm Code
Severity

Aggregation Policy

Attribute

Displayed on the web
interface
Description

Recommended Actions
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Resource unavailable
resourceUnavailable
1006

Critical

From the event code 1006 an alarm is raised for every event. A single event
triggers a single alarm.

“ctriBladeMac"="aa:bb:cc:dd:ee:ff", “srcProcess"="radiusd",
“realm”="NA", " {produce.short.name}Mgmtlp”="3.3.3.3', “cause”="xx"

System resource [{cause}] not available in [{srcProcess}] process at
{produce.short.name} [{SZMgmtIp}]

This alarm is generated due to unavailability of any other system resource,
such as memcached.

A manual intervention is required. Check the memcached process. Also
check if the br1 interface is running.
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The last one data plane is disconnected zone affinity profile

TABLE 99 The last one data plane is disconnected zone affinity profile alarm

Alarm The last one data plane is disconnected zone affinity profile
Alarm Type zoneAffinityLastDpDisconnected

Alarm Code 1267

Severity Informational

Aggregation Policy

From the event code 1267 an alarm is raised for every event. A single event
triggers a single alarm.

Attribute

“dpName="xxxxxxxx",“dpKey"="XX:XX:XX:XX:XX:XX",
"zoneAffinityProfileld"="xxxxxxxx"

Displayed on the web
interface

The Last one Data Plane[{dpName&&dpKey}] is disconnected Zone Affinity
profile[{zoneAffinityProfileld}].

Description

This alarm is logged when the last data plane is disconnected from the
zone affinity.

Recommended Actions

NOTE

Refer to System Events on page 229.

Unconfirmed program detection

TABLE 100 Unconfirmed program detection alarm

Alarm Unconfirmed program detection
Alarm Type Unconfirmed Program Detection
Alarm Code 1019

Severity Warning

Aggregation Policy

Alarm is raised for every event from event code 1019. A single event
triggers a single alarm.

Attribute

"nodeName"="xxx","status"="xxxxx"

Displayed on the web
interface

Detect unconfirmed program on control plane [{nodeName}]. [{status}]

Description

This alarm is triggered when the controller detects an unconfirmed
program on the control plane.

Switch Alarms

Following are the alarms related to switch severity:

*  Power supply failure on page 76

* Fan failure on page 76

* Module insertion on page 77

*  Module removal on page 77

e Temperature above threshold warning on page 77

o Stack member unit failure on page 78
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PoE power allocation failure on page 78
DHCP_Snooping: DHCP offer dropped message on page 78
Port putinto error disable state on page 79

Switch offline on page 79

Switch duplicated on page 79

Reject certificate signing request on page 80
Pending certificate signing request on page 80
Switch CPU major threshold exceed on page 80
Switch CPU critical threshold exceed on page 81
Switch memory major threshold exceed on page 81
Switch memory critical threshold exceed on page 81
Switch custom major threshold exceed on page 82

Switch custom critical threshold exceed on page 82

Power supply failure

TABLE 101 Power supply failure alarm

Alarm Power supply failure

Alarm Type PowerSupplyfailure

Alarm Code 20000

Severity Critical

Aggregation Policy From the event code 20000, an alarm is raised for every event. A single
event triggers a single alarm.

Attribute “switchSerialNumber"="x",switchName = “x", “switchMsg"="x"

Displayed on the web [{switchSerialNumber} / {switchName}] {switchMsg} EX: System: Stack unit

interface 3 Power supply 2 is not present

Description This alarm is triggered when there is power supply failure.

Recommended Actions Check the status of Switch power supply.

Fan failure

TABLE 102 Fan failure alarm

Alarm Fan failure

Alarm Type FanFailure

Alarm Code 20001

Severity Critical

Aggregation Policy From the event code 20001, an alarm is raised for every event. A single
event triggers a single alarm.

Attribute “switchSerialNumber”="x",switchName = “x", “switchMsg"="x"

Displayed on the web [{switchSerialNumber} / {switchName}] {switchMsg} EX: System: Stack unit

interface unit# Fan fan# ( description ), failed

Description This alarm is triggered when there is fan failure.

Recommended Actions Check the status of Switch fan.
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Module insertion

TABLE 103 Module insertion alarm

Alarm

Alarm Type

Alarm Code
Severity
Aggregation Policy

Attribute

Displayed on the web
interface

Description

Recommended Actions

Module insertion
Modulelnsertion
20002
Critical

From the event code 20002, an alarm is raised for every event. A single
event triggers a single alarm.

“switchSerialNumber”="x",switchName = “x", “switchMsg"="x"

[{switchSerialNumber} / {switchName}] {switchMsg} EX: System: Module
inserted to slot %d in unit %d

This alarm is triggered when the module is inserted into the slot.

Check slot module.

Module removal

TABLE 104 Module removal alarm

Alarm
Alarm Type
Alarm Code
Severity

Aggregation Policy

Attribute

Displayed on the web
interface

Description

Recommended Actions

Module removal
ModuleRemoval
20003
Critical

From the event code 20003, an alarm is raised for every event. A single
event triggers a single alarm.

“switchSerialNumber”="x",switchName = “x", “switchMsg"="x"

[{switchSerialNumber} / {switchName}] {switchMsg} EX: System: Module
removed from slot %d in unit %d

This alarm is triggered when the module is removed from the slot.

Check slot module.

Temperature above threshold warning

TABLE 105 Temperature above threshold warning alarm

Alarm

Alarm Type

Alarm Code
Severity
Aggregation Policy

Attribute

Displayed on the web
interface

Description

Recommended Actions

Temperature above threshold warning
TemperatureAboveThresholdWarning
20004
Critical

From the event code 20004, an alarm is raised for every event. A single
event triggers a single alarm.

“switchSerialNumber”="x",switchName = “x", “switchMsg"="x"

[{switchSerialNumber} / {switchName}] {switchMsg} EX: Temperature is
over warning level.

This alarm is triggered when the temperature is above the warning level.
Check the status of Switch unit.
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Stack member unit failure

TABLE 106 Stack member unit failure alarm

Alarm Stack member unit failure
Alarm Type StackMemberUnitFailure
Alarm Code 20005

Severity Critical

Aggregation Policy

From the event code 20005, an alarm is raised for every event. A single
event triggers a single alarm.

Attribute

“switchSerialNumber”="x",switchName = “x", “switchMsg"="x"

Displayed on the web
interface

[{switchSerialNumber} / {switchName}] {switchMsg} EX: Stack: Stack unit #
has been deleted from the stack system

Description

This alarm is triggered when the stack unit is deleted from the stack
system.

Recommended Actions

Check Stack status.

PoE power allocation failure

TABLE 107 PoE power allocation failure alarm

Alarm PoE power allocation failure
Alarm Type PoePowerAllocationFailure
Alarm Code 20006

Severity Critical

Aggregation Policy

From the event code 20006, an alarm is raised for every event. A single
event triggers a single alarm.

Attribute

“switchSerialNumber”="x",switchName = “x", “switchMsg"="x"

Displayed on the web
interface

[{switchSerialNumber} / {switchName}] {switchMsg} EX: PoE: Failed power
allocation of %d mwatts on port %p. Will retry when more power budget

Description

This alarm is triggered when there is POE power allocation failure.

Recommended Actions

Check PoE power status.

DHCP_Snooping: DHCP offer dropped message

TABLE 108 DHCP_Snooping: DHCP offer dropped message alarm

Alarm DHCP_Snooping: DHCP offer dropped message
Alarm Type DhcpOfferDroppedMessage

Alarm Code 20007

Severity Critical

Aggregation Policy

From the event code 20007, an alarm is raised for every event. A single
event triggers a single alarm.

Attribute

“switchSerialNumber”="x",switchName = “x", “switchMsg"="x"

Displayed on the web
interface

[{switchSerialNumber} / {switchName}] {switchMsg} EX: DHCP_Snooping:
DHCP offer dropped message

Description

This alarm is triggered when there is DHCP Snooping.

Recommended Actions

Check network environment and DHCP status.
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Port put into error disable state

TABLE 109 Port put into error disable state alarm

Alarm

Alarm Type

Alarm Code
Severity
Aggregation Policy

Attribute

Displayed on the web
interface

Description

Recommended Actions

Port put into error disable state
PortPutintoErrorDisableState
20008

Critical

From the event code 20008, an alarm is raised for every event. A single
event triggers a single alarm.

“switchSerialNumber”="x",switchName = “x", “switchMsg"="x"
[{switchSerialNumber} / {switchName}] {switchMsg} EX: ERR_DISABLE: Link
flaps on port %s %p exceeded threshold; port in err-disable state

This alarm is triggerred when the port s in error-disable state.

Check port status.

Switch offline

TABLE 110 Switch offline alarm

Alarm
Alarm Type
Alarm Code
Severity
Attribute

Displayed on the web
interface

Description

Recommended Actions

Switch offline

SwitchOffline

21000

Warning
“switchSerialNumber”="x",switchName = “x"

[{switchSerialNumber} / {switchName}] offline for more than 15 minutes

This alarm is triggered when the switch is offline.

Check Switch unit status.

Switch duplicated

TABLE 111 Switch duplicated alarm

Alarm
Alarm Type
Alarm Code
Severity
Attribute

Displayed on the web
interface

Description

Recommended Actions

Switch duplicated
SwitchDuplicated
21002

Warning

“switchSerialNumber”="x",switchName = “x",
“switchMac"="aa:bb:cc:dd:ee:ff", “duplicatedSwitchSerialNumber”="x",
“duplicatedSwitchName”="x"

[{switchSerialNumber} / {switchName}] A duplicated switch mac address
from ({duplicatedSwitchSerialNumber}/{duplicatedSwitchName}) is coming
while existing one ({switchMac}) is online.

This alarm is triggered when the switch is duplicated.

Check the duplicated switches.
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Reject certificate signing request

TABLE 112 Reject certificate signing request alarm

Alarm Reject certificate signing request
Alarm Type rejectCertificateSigningRequest
Alarm Code 22003

Severity Major

Aggregation Policy

From the event code 22003, an alarm is raised for every event. A single
event triggers a single alarm.

Attribute

“switchSerialNumber”="x"

Displayed on the web
interface

[SCEP - {switchSerialNumber}] Reject Certificate Signing Request.

Description

This alarm is triggered when there is a SCEP Reject certificate signing
request.

Recommended Actions

Check if the switches are under the trust list.

Pending certificate signing request

TABLE 113 Pending certificate signing request alarm

Alarm Pending certificate signing request
Alarm Type pendingCertificateSigningRequest
Alarm Code 22004
Severity Major

Aggregation Policy

From the event code 22004, an alarm is raised for every event. A single
event triggers a single alarm.

Attribute

“switchSerialNumber”="x"

Displayed on the web
interface

[SCEP - {switchSerialNumber}] Pending Certificate Signing Request.

Description

This alarm is triggered when there is a SCEP Pending certificate signing
request.

Switch CPU major threshold exceed

TABLE 114 Switch CPU major threshold exceed alarm

Alarm Switch CPU major threshold exceed
Alarm Type majorCpuThresholdExceed

Alarm Code 22011

Severity Major

Aggregation Policy

From the event code 22011 an alarm is raised for every event. A single
event triggers a single alarm.

Attribute

"switchSerialNumber"="x", cpuUsage="x%" (Warning Threshold - Critical
Threshold),switchName = "x", switchMac = "XX:XX:XX:XX:XX:XX"

Displayed on the web
interface

[CPU Usage - {switchSerialNumber}] CPU major threshold {cpuUsage}
exceeded on Switch {switchName&switchMac}

Description

This alarm is triggered when the CPU usage exceeds the major threshold

limit, which is based on the utilization rate.
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Switch CPU critical threshold exceed

TABLE 115 Switch CPU critical threshold exceed alarm

Alarm Switch CPU critical threshold exceed
Alarm Type criticalCpuThresholdExceed

Alarm Code 22012

Severity Critical

Aggregation Policy

From the event code 22012 an alarm is raised for every event. A single
event triggers a single alarm.

Attribute

"switchSerialNumber"="x", cpuUsage="x%" (Major Threshold -
100%),switchName = "x", switchMac = "XX:XX:XX:XX:XX:XX"

Displayed on the web
interface

[CPU Usage - {switchSerialNumber}] CPU critical threshold {cpuUsage}
exceeded on Switch {switchName&switchMac}

Description

This alarm is triggered when the CPU usage exceeds the critical threshold
limit, which is based on the utilization rate.

Switch memory major threshold exceed

TABLE 116 Switch memory major threshold exceed alarm

Alarm Switch memory major threshold exceed
Alarm Type majorMemoryThresholdExceed

Alarm Code 22021

Severity Major

Aggregation Policy

From the event code 22021 an alarm is raised for every event. A single
event triggers a single alarm.

Attribute

"switchSerialNumber"="x", memoryUsage="x%" (Warning Threshold -
Critical Threshold),switchName = "x", switchMac = "XX:XX:XX:XX:XX:XX"

Displayed on the web
interface

[Memory Usage - {switchSerialNumber}] Memory major threshold
{memoryUsage} exceeded on Switch {switchName&switchMac}

Description

This alarm is triggered when the memory capacity exceeds the major
threshold limit, which is based on the utilization rate.

Switch memory critical threshold exceed

TABLE 117 Switch memory critical threshold exceed alarm

Alarm Switch memory critical threshold exceed
Alarm Type criticalMemoryThresholdExceed

Alarm Code 22022

Severity Critical

Aggregation Policy

From the event code 22021 an alarm is raised for every event. A single
event triggers a single alarm.

Attribute

"switchSerialNumber"="x", memoryUsage="x%" (Major Threshold -
100%),switchName = "x", switchMac = "XX:XX:XX:XX:XX:XX"

Displayed on the web
interface

[Memory Usage - {switchSerialNumber}] Memory critical threshold
{memoryUsage} exceeded on Switch {switchName&switchMac}
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TABLE 117 Switch memory critical threshold exceed alarm (continued)

Alarm Switch memory critical threshold exceed

Description This alarm is triggered when the memory usage exceeds the critical
threshold limit, which is based on the utilization rate.

Switch custom major threshold exceed

TABLE 118 Switch custom major threshold exceed alarm

Alarm Switch custom major threshold exceed

Alarm Type hitMajorSwitchCombinedEvent

Alarm Code 22031

Severity Major

Aggregation Policy From the event code 22031 an alarm is raised for every event. A single
event triggers a single alarm.

Attribute UserDefinedDescription = "x"

Displayed on the web [Custom Major Event] {userDefinedDescription}

interface

Description This alarm is triggered when the switch custom crosses the threshold limit.

Switch custom critical threshold exceed

TABLE 119 Switch custom critical threshold exceed alarm

Alarm Switch custom critical threshold exceed

Alarm Type hitCriticalSwitchCombinedEvent

Alarm Code 22032

Severity Critical

Aggregation Policy From the event code 22032 an alarm is raised for every event. A single
event triggers a single alarm.

Attribute UserDefinedDescription = "x"

Displayed on the web [Custom Critical Event] {userDefinedDescription}

interface

Description This alarm is triggered when the switch custom crosses the critical

threshold limit.

Threshold Alarms

Following are the alarms related to threshold system set:
e  CPU threshold exceeded on page 83
*  Memory threshold exceeded on page 83
* Disk usage threshold exceeded on page 84
* Thedrop of client count threshold exceeded on page 84
* License threshold exceeded on page 84

e HDD health degradation on page 85
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* Rate limit for TOR surpassed on page 85

e  Thenumber of users exceeded its limit on page 86

* The number of devices exceeded its limit on page 86

*  Over AP maximum capacity on page 87

CPU threshold exceeded

TABLE 120 CPU threshold exceeded alarm

Alarm
Alarm Type
Alarm Code
Severity

Aggregation Policy

Auto Clearance
Attribute

Displayed on the web
interface

Description

Recommended Actions

CPU threshold exceeded

cpuThresholdExceeded
950
Critical

From the event code 950 an alarm is raised for every event. A single event
triggers a single alarm.

The alarm code is auto cleared with the event code 953.

" ou

“nodeName”="xxx", “nodeMac"="xX)x:XX:Xx:Xx:xx:xx", “perc”="XX"

CPU threshold [{perc}%] exceeded on control plane [{nodeName}-C].

This alarm is triggered when the CPU usage exceeds the threshold limit.
The CPU usage percentage threshold can be configured as 60% to 90%.

Check CPU/memory/disk information for any unexpected value. Keep
monitoring the CPU for higher values than the threshold or set it to only
one peak value. If the CPU value is high, please take a snapshot log,
containing the information and send it to Ruckus support.

Alternatively, if an application is abnormal, restart the service or restart the
controller. This may resolve the issue.

Memory threshold exceeded

TABLE 121 Memory threshold exceeded alarm

Alarm

Alarm Type

Alarm Code
Severity
Aggregation Policy

Auto Clearance
Attribute

Displayed on the web
interface

Description

Recommended Actions

Memory threshold exceeded

memoryThresholdExceeded
951
Critical

From the event code 951 an alarm is raised for every event. A single event
triggers a single alarm.

The alarm code is auto cleared with the event code 954.

nou

“nodeName”="xxx", “nodeMac"="xx:XX:XX:XX:Xx:xx", “perc”="XX"

Memory threshold [{perc}%] exceeded on control plane [{nodeName}-C].

This alarm is triggered when the memory usage exceeds the threshold
limit. The disk threshold value for SZ100 is 85% and 90% for vSZ-E.

Check CPU/memory/disk information for any unexpected value. Keep
monitoring the CPU for higher values than the threshold or set it to only
one peak value. If the CPU value is high, please take a snapshot log,
containing the information and send it to Ruckus support.
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TABLE 121 Memory threshold exceeded alarm (continued)

Alarm

Memory threshold exceeded

Alternatively, if an application is abnormal, restart the service or restart the
controller. This may resolve the issue.

Disk usage threshold exceeded

TABLE 122 Disk usage threshold exceeded alarm

Alarm Disk usage threshold exceeded
Alarm Type diskUsageThresholdExceeded
Alarm Code 952

Severity Critical

Aggregation Policy

From the event code 952 an alarm is raised for every event. A single event
triggers a single alarm.

Auto Clearance

The alarm code is auto cleared with the event code 955.

Attribute

“nodeName”="xxx", “nodeMac"="xx:Xx:XX:Xx:Xx:xx", “perc”="XX"

Displayed on the web
interface

Disk usage threshold [{perc}%] exceeded on control plane [{nodeName}-C].

Description

This alarm is triggered when the disk usage exceeds the threshold limit.
The disk threshold value is 80%.

Recommended Actions

Check the backup files for disk usage. Each backup file may occupy a large
disk space based on the database size. If there are multiple backup files/
versions in the controller, it is recommended to delete the older backup
files to free disk usage. If the problem persists, please take a screen shot
and send it to Ruckus support.

The drop of client count threshold exceeded

TABLE 123 The drop of client count threshold exceeded alarm

Alarm The drop of client count threshold exceeded
Alarm Type clientCountDropThresholdExceeded

Alarm Code 956

Severity Major

Aggregation Policy

From the event code 956 an alarm is raised for every event. A single event
triggers a single alarm.

Attribute

upercn=uxxn

Displayed on the web
interface

The drop of client count exceeded threshold [{perc}%] in cluster.

Description

This alarm is triggered when client count drop exceeds the threshold limit.

License threshold exceeded

TABLE 124 License threshold exceeded alarm

Alarm License threshold exceeded
Alarm Type licenseThresholdExceeded
84
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TABLE 124 License threshold exceeded alarm (continued)

Alarm
Alarm Code

Severity

Aggregation Policy

Attribute

Displayed on the web
interface

Description

Recommended Actions

License threshold exceeded
960

Critical 90%

Major 80%

From the event code 960 an alarm is raised for every event. A single event
triggers a single alarm.

“perc”’="xxx", "nodeMac"="xx:xx:xx:xx:xx:xx", "nodeName"="box1",
"licenseType"="SGO0"
[{licenseType}] limit reached at [{perc}%].

This alarm is triggered when maximum number of licenses is utilized.

Check the license purchase and usage numbers. Alternatively, you would
need to buy new licenses.

HDD health degradation

NOTE

This alarm is not applicable for vSZ-H and vSZ-E.

TABLE 125 HDD health degradation alarm

Alarm
Alarm Type
Alarm Code
Severity

Aggregation Policy

Attribute

Displayed on the web
interface

Description

HDD health degradation

HDDHealthDegradation
961
Critical

From the event code 961 an alarm is raised for every event. A single event
triggers a single alarm.

"nodeName"="XXX","status"="xxxxx"

Hard drive detects health degradation [{status}] on control plane
[{nodeName}], please backup the system to prevent losing the data on disk

This alarm is triggered when the hard drive detects a health degradation on
the control plane.

Rate limit for TOR surpassed

TABLE 126 Rate limit for TOR surpassed alarm

Alarm

Alarm Type

Alarm Code
Severity
Aggregation Policy

Auto Clearance
Attribute

Rate limit for TOR surpassed
rateLimitMORSurpassed
1302

Critical

From the event code 1302 an alarm is raised for every event. A single event
triggers a single alarm.

The alarm code is auto cleared with the event code 1301.

"mvnold”="12" “wlanld"="1", “zoneld"="10",
“ctriBladeMac”="aa:bb:cc:dd:ee:ff", “srcProcess"="radiusd",

“UserName"=abc@xyz.com, “realm”="wlan.3gppnetwor"

Ruckus SmartZone 100 and Virtual SmartZone Essentials Alarm and Event Reference Guide, 5.1.2
Part Number: 800-72349-001 Rev A 85



Alarm Types
Threshold Alarms

TABLE 126 Rate limit for TOR surpassed alarm (continued)

Alarm Rate limit for TOR surpassed

"SZMgmtlp"="2.2.2.2", “aaaSrvrlp"="1.1.1.1"
“"AAAServerType"="Auth/Acct”, “ueMacAddr"="aa:bb:cc:gg:hh:ii"
“MOR"=1000, “THRESHOLD"="500", “TOR"="501"

Displayed on the web Maximum Outstanding Requests(MOR) surpassed for AAA Server

interface [{aaaSrvrlp}] and ServerType [{AAAServerType}]. Dropping requests to be
proxied to AAA.

Description This alarm is triggered when maximum outstanding requests (MOR) is
surpassed.

Recommended Actions Download the SM log file from the controller web Interface to check the

error cause.

The number of users exceeded its limit

TABLE 127 The number of users exceeded its limit

Alarm The number of users exceeded its limit

Alarm Type tooManyUsers

Alarm Code 7003

Severity Major

Aggregation Policy From the event code 7001 an alarm is raised for every event. A single event
triggers a single alarm.

Attribute This alarm has no attributes.

Displayed on the web The number of users exceeds the specified limit

interface

Description This alarm is triggered when the number of users exceeds the specified
limit.

Recommended Actions No action is required.

The number of devices exceeded its limit

TABLE 128 The number of devices exceeded its limit alarm

Alarm The number of devices exceeded its limit
Alarm Type tooManyDevices
Alarm Code 7004
Severity Major
Aggregation Policy From the event code 7002 an alarm is raised for every event. A single event
triggers a single alarm.
Attribute This alarm has no attributes.
Displayed on the web Displayed on the web interface. The number of devices exceeded its limit
interface
Description This alarm is triggered the number of devices exceeds the specified limit.
Recommended Actions No action is required.
NOTE

Refer toThreshold Events on page 250.
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Over AP maximum capacity

TABLE 129 Over AP maximum capacity alarm

Alarm Over AP maximum capacity
Alarm Type apCapacityReached

Alarm Code 962

Severity Warning

Aggregation Policy

From the event code 962, an alarm is raised for every event. A single event
triggers a single alarm.

Displayed on the web
interface

The volume of AP is over system capacity.

Description

This alarm is triggered when the volume of AP is over system capacity.

Tunnel Alarms - Access Point

Following are the alarms related to tunnel.

* AP softGRE gateway not reachable on page 87

e APisdisconnected from secure gateway on page 87

* AP secure gateway association failure on page 88

AP softGRE gateway not reachable

TABLE 130 AP softGRE gateway not reachable alarm

Alarm AP softGRE gateway not reachable
Alarm Type apSoftGREGatewayNotReachable
Alarm Code 614

Severity Major

Aggregation Policy

From the event code 614 an alarm is raised for every event. A single event
triggers a single alarm.

Auto Clearance

The alarm code is auto cleared with the event code 613.

Attribute

“apMac”="xx:xx:xx:xx:xx:xx", “soft GREGatewayList"="xxX.XXX.XXX.XXX"

Displayed on the web
interface

AP [{apName&&apMac}] is unable to reach the following gateways:
[{softGREGatewayList}]

Description

This alarm is triggered when AP fails to build a soft GRE tunnel either on
the primary or the secondary GRE.

Recommended Actions

Check the primary and secondary soft-GRE gateway.

AP is disconnected from secure gateway

TABLE 131 AP is disconnected from secure gateway alarm

Alarm AP is disconnected from secure gateway
Alarm Type ipsecTunnelDisassociated
Alarm Code 661
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TABLE 131 AP is disconnected from secure gateway alarm (continued)

Alarm

Severity

Aggregation Policy

Attribute

Displayed on the web

interface

Description

Recommended Actions

AP is disconnected from secure gateway
Major

From the event code 661 an alarm is raised for every event. A single event
triggers a single alarm.

apMac="xx:xx:xx:xx:xx:xx","ipsecGWAddress"="x.x.x.x"

AP [{apName&&apMac}] is disconnected from secure gateway
[{ipsecGWAddress}].

This alarm is triggered when the AP is disconnected from the secure
gateway.

No action required.

AP secure gateway association failure

TABLE 132 AP secure gateway association failure alarm

Alarm

Alarm Type

Alarm Code

Severity

Aggregation Policy

Auto Clearance

Attribute

Displayed on the web

interface

Description

Recommended Actions

88

NOTE

AP secure gateway association failure
ipsecTunnelAssociateFailed

662

Major

From the event code 662 an alarm is raised for every event. A single event
triggers a single alarm.

The alarm code is auto cleared with the event code 660
apMac="xx:xx:xx:xx:xx:xx","ipsecGWAddress"="x.x.x.x"

AP [{apName&&apMac}] is unable to establish secure gateway with
[{ipsecGWAddress}

This alarm is triggered when the AP is unable to connect with the secure
gateway.

No action required.

Refer toTunnel Events - Access Point (AP) on page 256 and Tunnel Events - Data Plane on page 261
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ACCOUNTING EVENTS ...ttt st b et s b e b s bt e bt et e s bt s b s he et e sas e be st e sbeeanesbeens 89
AP COMMUNICATION EVENTS ...ttt e e ettt e e e e e e e e bbaeeeeeeessbbbaeeeeeeessssssaeeeeessbaaeeeeeeanssrens 91
AP LBS EVENES .o iiiiteeeee ettt ettt ettt e e e ettt e e e e eeebbb e e e e e e e e bbb s aee e e e abbbaaeeeeeeabbaaaeeeeea bbb aaeeeeeeaabrareeeeeenarrrraeeas

AP MBS EVENES...cuviitteeteete ettt ettt ettt et e vt et ettt et et e e v e ete e b e esseaeetseeseeabeeteeaseeasenteeasessesseessenseeasenseeasenteensesseenseens
AP State Change Events.........co.......

AP Authentication Events
AP USB Events.....cccocveeecvveeennnen.
Authentication Events
AUtNOrIZAtioN EVENTS....ccuicvieiieeecteeee ettt eve s
Control and Data Plane Interface Events.......ccccceveeveevvecveennnne.
Client Events
Cloud Events
ClUSEEE EVEINES..etiettecteet ettt ettt et ettt et ettt eete e st e eaeeaeeteeseeabeebeeaseetsenseessesssesseeseesseessensesasenseeasenteenseessenseessenns
CONTIGUIATION EVENTS....uiitiiiitiiietirietestet ettt ettt ettt sttt sttt ettt et be st e b e st e b et e b et ek et ek et ebe st e b et ebe s ese st esesbenesbenens
DAtABIAAE EVENTS....ccuvicteeie ettt ettt ettt ettt ettt et e eaeeeteetteebeeabeebeebeeasebeesseseenbeessenseeseenseeaseseenseereenreensenrens
DAta PlAN@ EVENES...cviiiieteeeteceeete ettt ettt ettt eteeaeeteeeveeaeeteebeetseseetseesseaseeseenseetseaseesseessenseessenseessenseenseeseenseenseseens
LAY Y=Y o 6O PP PSRNt
LIiCENSING INTEITACE EVENTS ..ttt ettt ettt sttt et bbbt st e st s be st be st st et ebe st ebenaebeneebenean
Y QI V=] o £ SRR
YR o] T S V7= 1 T U RPPRRRRPRRN
SYSTRIM EVENTS ..ttt b et b e et h e bt s a e b e e a e b et e s bt e bt shb e s bt et e s b e et e bs et e saee b e
SWVIECI EVEBNES ottt ettt ettt ettt et e ettt eteeebeeabeebeeabeeae e s e easeseessesseaseessensestsenseenseeseenseessenseessenseensenneenns
TIFESNOIA EVENTS. ...ttt ettt ettt ettt ettt e eae et e eteeaveeteebeeabesteeaseessesseessenseeaseessenseetsenseessenssensenssensenseans
TUNNEI EVENTS = ACCESS POINT (AP)... vttt ettt ettt eat et saaseeteesbeesaaeesaaesaaeeeasesaeesnssesneesrseessssereesnsessanes
TUNNEI EVENES = DAta PIANE...cviieieceieteeeeeeee ettt ettt ve et ev e ettt e it e eaeeaseeseeaseetseseeaseessenseessenseessenseensen

Accounting Events

Following are the events related to accounting.

e Accounting server not reachable on page 89

* AP accounting response while invalid config on page 90

* AP account message drop while no accounting start message on page 90

*  Unauthorized COA/DM message dropped on page 91

Accounting server not reachable

TABLE 133 Accounting server not reachable event

Event Accounting server not reachable

Event Type accSrvrNotReachable

Event Code 1602

Severity Major

Attribute “mvnold”=12 “ctrlBladeMac"="aa:bb:cc:dd:ee:ff" “srcProcess"="radiusd"

“realm”= "wlan.mnc080.mcc405.3gppnetwork.org" “radProxylp"="7.7.7.7"
“accSrvrip"="30.30.30.30" "SZMgmtIp"="2.2.2.2"
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TABLE 133 Accounting server not reachable event (continued)

Event

Displayed on the web
interface

Description

Accounting server not reachable

Accounting Server [{accSrvrlp}] not reachable from Radius Proxy
[{radProxylp}] on {produce.short.name} [{SZMgmtIp}].

This event occurs when the controller is unable to connect to either the
primary or secondary accounting server.

AP accounting response while invalid config

TABLE 134 AP accounting response while invalid config event

Event
Event Type
Event Code
Severity
Attribute

Displayed on the web
interface

Description

AP accounting response while invalid config

apAcctRespWhilelnvalidConfig
1909
Debug

mvnold"=12 "wlanld"=1,"zoneld"="10", “ctriBladeMac"="aa:bb:cc:dd:ee:ff",
"srcProcess"="aut" "realm"="wlan.3gppnetwork.org",

n_n

“userName"="abc@xyz.com",
" {produce.short.name}Mgmtlp"="2.2.2.2" "aplpAddress"="10.1.4.11"

[{srcProcess}] sending dummy response for Accounting Packet received
from AP [{aplpAddress}] on {produce.short.name} [{SZMgmtlp}], with
username [{userName}]. Configuration is incorrect in
{produce.short.name} to forward received message nor to generate CDR

This event occurs when the controller sends a dummy response to the AP
accounting message since the configuration in the controller is incorrect.
The event could either occur when forwarding received messages or when
generating call detail records.

AP account message drop while no accounting start message

TABLE 135 AP account message drop while no accounting start message event

Event
Event Type
Event Code
Severity
Attribute

Displayed on the web

interface

Description

90

AP account message drop while no accounting start message

apAcctMsgDropNoAcctStartMsg
1910
Critical

mvnold"=12 "wlanld"=1,"zoneld"="10" "ctrIBladeMac"="aa:bb:cc:dd:ee:ff"
"srcProcess"="aut" "realm"="wlan.3gppnetwork.org",
“userName"="abc@xyz.com"," {produce.short.name}Mgmtip"="2.2.2.2",
“aplpAddress”="10.1.4.11"

[{srcProcess}] Dropped Accounting Packet received from AP [{aplpAddress}]
on {produce.short.name} [{SZMgmtlIp}], with username [{userName}].
Accounting session timer expired, stop or interim message not received, as
Account Start not received from NAS/AP

This event occurs when the accounting session timer expires. Stop or
interim messages are not received since the account start is not received
from the network access server (NAS) or access point (AP).
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Unauthorized COA/DM message dropped

TABLE 136 Unauthorized COA/DM message dropped event

Event Unauthorized COA/DM message dropped

Event Type unauthorizedCoaDmMessageDropped

Event Code 1911

Severity Critical

Attribute mvnold"=12 "wlanld"=1,"zoneld"="10" "ctrIBladeMac"="aa:bb:cc:dd:ee:ff"

"srcProcess"="aut" "realm"="wlan.3gppnetwork.org"
“userName"="abc@xyz.com",

“radSrvrlp"="7.7.7.7","SZMgmtlp"="2.2.2.2"

Displayed on the web

[{srcProcess}] Dropped CoA/DM Packet received from AAA [{radSrvrip}] on

Events Types
AP Communication Events

interface

{produce.short.name} [{SZMgmtlp}], with username [{userName}].
Received message from unauthorized AAA

Description This event occurs when the controller receives a change of authorization
(CoA) or dynamic multipoint (DM) messages from an unauthorized AAA
server.

NOTE

Refer to Accounting Alarms on page 29.

AP Communication Events

All events from AP are appended with firmware, model name, zone ID (if there is no zone ID, the key will not be present) at the
end. Following are the events related to AP communications.

AP discovery succeeded on page 92

AP managed on page 92

AP rejected on page 92

AP firmware updated on page 92

AP firmware update failed on page 93

Updating AP firmware on page 93

Updating AP configuration on page 93

AP configuration updated on page 94

AP configuration update failed on page 94

AP pre-provision model mismatched on
page 94

AP swap model mismatched on page 95

AP WLAN oversubscribed on page 95

AP illegal to change country code on
page 95

AP configuration get failed on page 96

Rogue AP on page 96

Rogue AP disappeared on page 96

Classified Rogue AP on page 97

AP image signing failed on page 97

Jamming attack on page 97

Key gen fail on page 98

Key dis fail on page 98

Key dis fail GTK on page 98

wpaendec fail on page 98

|Psecses fail on page 99

Fw manual initiation on page 99

AP Management TSF data on page 99

AP TSF failure on page 100

AP Self tests on page 100

Firmware initiation update on page 100

Discontinuous channel on page 101

SSH initiation on page 101

SSH termination on page 101

SSH failure on page 102

TLS initiation on page 102

TLS termination on page 102

TLS failure on page 103

I[P sec initiation on page 103

I[P sec termination on page 103

I[P sec failure on page 104
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AP discovery succeeded

TABLE 137 AP discovery succeeded event

Event AP discovery succeeded

Event Type apDiscoverySuccess

Event Code 101

Severity Informational

Attribute "apMac"="XXX.XXX.XXX.XXX,, "WSZIP"="XXX.XXX.XXX.XXX"

Displayed on the web
interface

AP [{apName&&apMac}] sent a discovery request to {produce.short.name}
[{wsglIP}]

Description

This event occurs when the AP sends a discovery request to the
{produce.short.name} successfully.

AP managed

TABLE 138 AP managed event

Event AP managed

Event Type apStatusManaged

Event Code 103

Severity Informational

Attribute "apMac"="XXX.XXX.XXX.XXX", "WSZIP"="XXX.XXX.XXX.XXX"

Displayed on the web
interface

AP [{apName&&apMac}] approved by {produce.short.name} [{wsgIP}].

Description

This event occurs when the AP is approved by the controller.

AP rejected

TABLE 139 AP rejected event

Event AP rejected

Event Type apStatusRejected

Event Code 105

Severity Minor

Attribute "apMac"="XXX. XXX XXX.XXX", "WSZIP"="XXX.XXX.XXX.XXX", "reason"="xxxxxx"

Displayed on the web
interface

{produce.short.name} [{wsglIP}] rejected AP [{apName&&apMac}] because
of [{reason}].

Description

This event occurs when the AP is rejected by the controller.

Auto Clearance

This event triggers the alarm 101, which is auto cleared by the event code
103.

AP firmware updated

TABLE 140 AP firmware updated event

Event

AP firmware updated

Event Type

apFirmwareUpdated
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TABLE 140 AP firmware updated event (continued)

Event AP firmware updated

Event Code 106

Severity Informational

Attribute “apMac”="xxx.xxx.xxx.xxx" , “configlD"="23456781234",

"toVersion"="3.2.0.0.539", "fromVersion"="3.2.0.0.x"

Displayed on the web
interface

AP [{apName&&apMac}] updated its firmware from [{fromVersion}] to
[{toVersion}].

Description

This event occurs when the AP successfully updates the firmware details to
the controller.

AP firmware update failed

TABLE 141 AP firmware update failed event

Event AP firmware update failed

Event Type apFirmwareUpdateFailed

Event Code 107

Severity Major

Attribute “apMac”="xxx.xxx.xxx.xxx" , “configlD"="23456781234",

"toVersion"="3.2.0.0.x", "fromVersion"="3.2.0.0.x"

Displayed on the web
interface

AP [{apName&&apMac}] failed to update its firmware from [{fromVersion}]
to [{toVersion}].

Description

This event occurs when the AP fails to update the firmware details to the
controller.

Auto Clearance

This event triggers the alarm 107, which is auto cleared by the event code
106.

Updating AP firmware

TABLE 142 Updating AP firmware event

Event Updating AP firmware

Event Type apFirmwareApplying

Event Code 108

Severity Informational

Attribute “apMac”="xxx.xxx.xxx.xxx" , “config|D"="23456781234",

"toVersion"="3.2.0.0.x", "fromVersion"="3.2.0.0.x"

Displayed on the web
interface

AP [{apName&&apMac}] firmware is being updated from [{fromVersion}] to
[{toVersion}].

Description

This event occurs when AP updates its firmware.

Updating AP configuration

TABLE 143 Updating AP configuration event

Event

Updating AP configuration

Event Type

apConfApplying
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TABLE 143 Updating AP configuration event (continued)

Event Updating AP configuration

Event Code 109

Severity Informational

Attribute "apMac"="xxx.xxx.xxx.xxx", "configID"="23456781234"

Displayed on the web
interface

AP [{apName&&apMac}] is being updated to new configuration ID
[{configID}]

Description

This event occurs when the AP updates its configuration.

AP configuration updated

TABLE 144 AP configuration updated event

Event AP configuration updated

Event Type apConfUpdated

Event Code 110

Severity Informational

Attribute "apMac"="xx:xx:xx:xx:xx:xx", "configlD"="23456781234"

Displayed on the web
interface

AP [{apName&&apMac}] updated to configuration [{configID}]

Description

This event occurs when the AP successfully updates the existing
configuration details to the controller.

AP configuration update failed

TABLE 145 AP configuration update failed event

Event AP configuration update failed

Event Type apConfUpdateFailed

Event Code 111

Severity Major

Attribute "apMac"="xx:xx:xx:xx:xx:xx", "configlD"="23456781234"

Displayed on the web
interface

AP [{apName&&apMac}] failed to update to configuration [{configID}].

Description

This event occurs when the AP fails to update the configuration details to
the controller.

Auto Clearance

This event triggers the alarm 102, which is auto cleared by the event code
110.

AP pre-provision model mismatched

TABLE 146 AP pre-provision model mismatched event

Event AP pre-provision model mismatched
Event Type apModelDiffWithPreProvConfig
Event Code 112

Severity Major
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TABLE 146 AP pre-provision model mismatched event (continued)

Event

AP pre-provision model mismatched

Attribute

"apMac"="XX:XXXXXXXXXX", "WSIP"="XXX. XXX. XXX.XXX",

"configModel"="xxx.xxx.xxx.xxx" "model"="R700"

Displayed on the web
interface

AP [{apName&&apMac}] model [{model}] is different from per-provision
configuration model [configModel]

Description

This event occurs when the AP model differs from the configuration model.

AP swap model mismatched

TABLE 147 AP swap model mismatched event

Event AP swap model mismatched

Event Type apModelDiffWithSwapOutAP

Event Code 113

Severity Major

Attribute "apMac"="XX:XXXXXXXXXX", "WSZIP"="XXX. XXX XXX.XXX",

"configModel"="xxx.xxx.xxx.xxx" "model"="R700"

Displayed on the web
interface

AP [{apName&&apMac}] model [{model}] is different from swap
configuration model [{configModel}].

Description

This event occurs when the AP model differs from the swap configuration
model.

AP WLAN oversubscribed

TABLE 148 AP WLAN oversubscribed event

Event AP WLAN oversubscribed
Event Type apWlanOversubscribed
Event Code 114

Severity Major

Attribute "apMac"="XX:XXXX XX XX XX"

Displayed on the web
interface

AP [{apName&&apMac}] does not have enough capacity to deploy all
wlans. Only maximum wlan number of the AP can be deployed

Description

This event occurs when the AP exceeds the maximum capacity for
deploying all WLANSs.

AP illegal to change country code

TABLE 149 AP illegal to change country code event

Event AP illegal to change country code

Event Type aplligalToChangeCountryCode

Event Code 116

Severity Informational

Attribute “apMac”="xxx.xxx.xxx.xxx" , “config|D"="23456781234"
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TABLE 149 AP illegal to change country code event (continued)

Event AP illegal to change country code

Displayed on the web AP [{apName&&apMac}] does not support country code change.
interface

Description This event occurs when attempting to change the country code for an AP.

Changing of country code is not allowed.

AP configuration get failed

TABLE 150 AP configuration get failed event

Event AP configuration get failed

Event Type apGetConfigFailed

Event Code 117

Severity Informational

Attribute "apMac"="xxx.xxx.xxx.xxx" , "configlD"="23456781234"

Displayed on the web AP [{apName&&apMac}] failed to get the configuration [{configID}].
interface

Description This event occurs when the AP fails to get the configuration.

Rogue AP

TABLE 151 Rogue AP event

Event Rogue AP

Event Type genericRogueAPDetected

Event Code 180

Severity Informational

Attribute "apMac"="XxX:XX:XXXX:XX:XX", "rogueMac"="xXxXX.XXX.XXX.XXX",
"ssid"="xxxxxxxxxx", "channel"="xx"

Displayed on the web Rogue AP[{rogueMac}] with SSID[{ssid}] is detected by

interface [{apName&&apMac}] on channel[{channel}]

Description This event occurs when the AP detects a rogue AP.

Rogue AP disappeared

TABLE 152 Rogue AP disappeared event

Event Rogue AP disappeared

Event Type maliciousRogueAPTimeout

Event Code 185

Severity Informational

Attribute "apMac"="XxX:XXXXXX:XX:XX", "rogueMac"="xXxXX.XXX.XXX.XXX"

Displayed on the web Malicious rogue [{rogueMac}] detected by [{apName&&apMac}] goes away.
interface

Description This event occurs when the rogue AP disappears.

Ruckus SmartZone 100 and Virtual SmartZone Essentials Alarm and Event Reference Guide, 5.1.2
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Classified Rogue AP

TABLE 153 Classified Rogue AP event

Event
Event Type
Event Code
Severity
Attribute

Displayed on the web
interface

Description

Classified Rogue AP
generalRogueAPDetected
186

Warning

"apMac"="XxX:XX:XX:XX:XX:XX", "rogueMac""=""XxXX.XXX.XXX.XXX",
"ssid""="xxxxxxxxxx", "channel"="xx", "rogueType"="xxxxx",

"roguePolicyName"="xxxxx", "rogueRuleName"="xxxxx"

AP [{apName&&apMac}] has detected a rogue AP rogue AP[{rogueMac}]
with SSID[{ssid}] on channel[{channel}] classified as [{rogueType}] because
of rogue classification policy (policy[{roguePolicyName}],
rule[{rogueRuleName}]).

This event occurs when the AP detects a rogue AP(malicious/known) that is
classified by configurable rogue policy and its rules.

AP image signing failed

TABLE 154 AP image signing failed event

Event
Event Type
Event Code
Severity
Attribute

Displayed on the web
interface

Description

NOTE

AP image signing failed
apSigninginformation

187

Informational
"apMac"="XX: XX XX XX XX XX"

The AP[{apMac}] image signing failed with firmware version [{fwVersion}].

This event occurs when an AP image signing fails.

Refer to AP Communication Events on page 91.

Jamming attack

TABLE 155 Jamming attack event

Event
Event Type
Event Code
Severity
Attribute

Displayed on the web
interface

Description

Jamming attack

jammingDetected
189
Warning

"apMac"="XxX:XX:XX:XX:XX:XX", "rogueMac""=""XxXX.XXX.XXX.XXX",
"ssid""="xxxxxxxxxx", "channel"="xx" "rogueType"="xxxxx"

"roguePolicyName"="xxxxx" "rogueRuleName"="xxxxx"

A jamming rogue AP[{rogueMac}] with SSID[{ssid}] is detected by
[{apName&&apMac}] on channel[{channel}].

This event occurs when an AP detects a radio jamming attack.

Ruckus SmartZone 100 and Virtual SmartZone Essentials Alarm and Event Reference Guide, 5.1.2
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Key gen fail

TABLE 156 Key gen fail event

Event Key gen fail

Event Type KeyGenFail

Event Code 99000

Severity Critical

Attribute “apMac”="XX: XX XX XX XX XX,

Displayed on the web
interface

PMK is not available to derive PTK, AP: [{apMac}].

Description

This event occurs when PMK is not available to derive PTK.

Key dis fail

TABLE 157 Key dis fail event

Event Key gen fail

Event Type KeyDisFail

Event Code 99001

Severity Critical

Attribute “apMac”="XX XX XX XX XX XX,

Displayed on the web
interface

4-way handshake is failure, AP [{apMac}].

Description

This event occurs when 4-way handshake is failure.

Key dis fail GTK

TABLE 158 Key dis fail GTK event

Event Key dis fail

Event Type KeyDisFailGTK

Event Code 99002

Severity Critical

Attribute “apMac’="XXXXXXXXXX:XX",

Displayed on the web
interface

4-way handshake is failure, AP [{apMac}].

Description

This event occurs when 4-way handshake is failure

wpaendec fail

TABLE 159 WpaEnDec fail event

Event WpaEnDec fail
Event Type wpaEnDecFail
Event Code 99003
Severity Critical
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TABLE 159 WpaEnDec fail event (continued)

Event
Attribute

Displayed on the web
interface

Description

IPsecses fail

WpaEnDec fail
“apMac”="XX XX XX XX XX XX,

Failure of WPA encryption and decryption, AP: [{apMac}].

This event occurs when there is a failure of WPA encryption and decryption.

TABLE 160 IPsecSes fail event

Event
Event Type
Event Code
Severity
Attribute

Displayed on the web
interface

Description

IPsecSes Fail

IpsecSesFail

99004

Critical

“aplP"="e.f.g.h", "dpIP"="a.b.c.d" "tunnelType"= RGRE/SGRE

IPsec session establishment and termination due to SA failure, AP: [{apIP}],
vDP IP: [{dpIP}], Tunnel type: [{tunnelType}].

This event occurs whenever there is IPsec session establishment and
termination due to SA failure.

Fw manual initiation

TABLE 161 Fw manual initiation event

Event
Event Type
Event Code
Severity
Attribute

Displayed on the web
interface

Description

Fw manual initiation

FwManuallnitiation

99009

Informational

“aplP"="e.f.g.h", "dpIP"="a.b.c.d" "tunnelType"= RGRE/SGRE

"o

“"apMac”="xxxx:xx:xx:xx:xx", " Manual FW update initiated"

“apMac”="xx:xx:xx:xx:xx:xx", " Manual FW:'fwname' update, not needed. it is
same!"

“apMac”="xx:xx:xx:xx:xx:xx", " Manual FW:'fwname' update, not needed."
“apMac”="xx:xx:xx:xx:xx:xx", "Manual FW:%s update successful"

“apMac”="xx:xx:xx:xx:xx:xx", " Manual FW update failed with failcode:3"

AP [{apMac}] attempt to initiate a manual update, reason: [{reason}].

This event occurs whenever there is manual firmware update.

AP Management TSF data

TABLE 162 AP Management TSF data event

Event

Event Type

AP Management TSF data
APMGMNTTSFdata
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TABLE 162 AP Management TSF data event (continued)

Event AP Management TSF data
Event Code 99010

Severity Informational

Attribute “apMac”="XX XX XX XX XX XX,

Displayed on the web
interface

All management activities of TSF data initiated/started/executed, AP:
[{apMac}].

Description

This event occurs whenever there is All management activities of TSF data
initiated/started/executed.

AP TSF failure

TABLE 163 AP TSF failure

event

Event

AP TSF failure

Event Type APTSFFailure

Event Code 99011

Severity Critical

Attribute “apMac”="XX:XXXXXXXX:XX",

Displayed on the web
interface

Failure of all or any management TSF, AP: [{apMac}].

Description

This event occurs whenever there is Failure of all or any management TSF

AP Self tests

TABLE 164 AP Self tests event

Event AP Self tests

Event Type apSelfTests

Event Code 99012

Severity Informational

Attribute “apMac”="Xx:xx:xx:xx:xx:xx", "Power-up, dropbear, openSSL, FIPS_WifiST,

Integrity Tests and Kernel self test are passed"

Displayed on the web
interface

AP [{apMac}] has execution of this set of TSF self-tests and detected
integrity violations, reason: [{reason}].

Description

This event occurs whenever all self tests are passed for fips_sku builds

Firmware init

iation update

TABLE 165 Firmware initiation update event

Ruckus SmartZone 100 and Virtual SmartZone Essentials Alarm and Event Reference Guide, 5.1.2

Event Firmware initiation update

Event Type FwlnitiationUpdate

Event Code 99013

Severity Informational

Attribute “apMac”="XX XX XX XX XX XX,
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TABLE 165 Firmware initiation update event (continued)

Event

Displayed on the web
interface

Description

Firmware initiation update
“apMac”="xx:xx:xx:xx:xx:xx", " rsm_fw_update(FW_TYPE_TDTS_RULE) ret=1
no update"

“apMac”="xx:xx:xx:xx:xx:xx", " rsm_fw_update(FW_TYPE_TDTS_RULE) ret=%d
Successful update"

“apMac”="xx:xx:xx:xx:xx:xx", " rsm_fwd_update(FW_TYPE_TDTS_RULE) ret=1
fail"

AP [{apMac}] has is firmware update, reason: [{reason}].

This event occurs whenever there is firmware update.

Discontinuous channel

TABLE 166 Discontinuous channel event

Event
Event Type
Event Code
Severity
Attribute

Displayed on the web
interface

Description

SSH initiation

Discontinuous channel
Disconti Chan

99014

Informational

“apMac”="xx:xx:xx:xx:xx:xx",Discontinuous change of time through NTP
server from SZ.The time got from SCG: %lu, Delta: %.0If, the Current time in
AP: %lu

AP [{apMac}] syncs it's time with SZ, reason: [{reason}].

This event occurs, whenever AP syncs it's time with SZ.

TABLE 167 SSH initiation event

Event
Event Type
Event Code
Severity
Attribute

Displayed on the web
interface

Description

SSH initiation

sshinitiation

99018

Informational

“apMac”="xx:xx:xx:xx:xx:xx", "Login with username admin successful"

SSH session started with successful authentication, AP: [{apMac}].

This event occurs whenever there SSH session started with successful
authentication.

SSH termination

TABLE 168 SSH termination event

Event

Event Type

Event Code

SSH termination
sshTermination
99019
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TABLE 168 SSH termination event (continued)

Event SSH termination

Severity Major

Attribute “apMac”="Xx:xx:xx:xx:xx:xx", "SSH session exited"

Displayed on the web There is exit from established SSH session, AP: [{apMac}].

interface

Description This event occurs whenever there is exit from established SSH session

SSH failure

TABLE 169 SSH failure event

Event SSH failure

Event Type sshFailure

Event Code 99020

Severity Critical

Attribute “apMac”="xx:xx:xx:xx:xx:xx", "Login with username admin failed"
Displayed on the web There SSH session initiation with failed authentication, AP: [{apMac}].
interface

Description This event occurs whenever there SSH session initiation with failed

authentication.

TLS initiation

TABLE 170 TLS initiation event

Event TLS initiation

Event Type tlsInitiation

Event Code 99021

Severity Informational

Attribute “apMac”="xx:xx:xx:xx:xx:xx", "HTTPS Login with username admin
successful"

Displayed on the web There is login through AP [{apMac}] web-GUI is successful.

interface

Description This event occurs whenever there is login through AP web-GUI is successful

or AP establishes a trusted TLS connection.

TLS termination

TABLE 171 TLS termination event

Ruckus SmartZone 100 and Virtual SmartZone Essentials Alarm and Event Reference Guide, 5.1.2

Event TLS termination
Event Type tIsTermination
Event Code 99022
Severity Major
Attribute “apMac”="xx:xx:xx:xx:xx:xx", "HTTPS Logout successful"
Displayed on the web There is logout from AP [{apMac}] web-GUI session.
interface
102

Part Number: 800-72349-001 Rev A



Events Types
AP Communication Events

TABLE 171 TLS termination event (continued)

Event

Description

TLS failure

TLS termination

This event occurs whenever there is logout from AP web-GUI session or AP
gracefully terminates a trusted TLS connection.

TABLE 172 TLS failure event

Event
Event Type
Event Code
Severity
Attribute

Displayed on the web
interface

Description

TLS failure

tisFailure

99023

Critical

“apMac”="xx:xx:xx:xx:xx:xx", "HTTPS Login with username admin failed"

There is login through AP [{apMac}] web-GUI is failed.

This event occurs whenever there is login through AP web-GUI is failed or
AP fails to establish a trusted TLS connection.

IP sec initiation

TABLE 173 IP sec initiation event

Event
Event Type
Event Code
Severity
Attribute

Displayed on the web
interface

Description

IP sec initiation

IPseclnitiation

99024

Informational

“aplP"="e.f.g.h", "dpIP"="a.b.c.d" "tunnelType"= RGRE/SGRE

There is ipsec session initiation, AP: [{apIP}], vDP IP: [{dpIP}], Tunnel type:
[{tunnelType}l.

This event occurs whenever there is ipsec session initiation.

IP sec termination

TABLE 174 IP sec termination event

Event
Event Type
Event Code
Severity
Attribute

Displayed on the web
interface

Description

IP sec termination

IPsecTermination

99025

Major

“aplP"="e.f.g.h", "dpIP"="a.b.c.d" "tunnelType"= RGRE/SGRE

There is ipsec session terminated or exited, AP: [{apIP}], vDP IP: [{dpIP}],
Tunnel type: [{tunnelType}l.

This event occurs whenever there is ipsec session terminated or exited.
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IP sec failure

TABLE 175 IP sec failure event

Event IP sec failure

Event Type IPsecFailure

Event Code 99026

Severity Critical

Attribute “aplP"="e.f.g.h", "dplIP"="a.b.c.d" "tunnelType"= RGRE/SGRE

Displayed on the web
interface

There is ipsec session attempt failure, AP: [{apIP}], vDP IP: [{dpIP}], Tunnel
type: [{tunnelType}].

Description

This event occurs whenever there is ipsec session attempt failure.

AP LBS Events

Following are the events related to AP Location Based Service.

* No LSresponses on page 104

* LS authentication failure on page 105

* AP connected to LS on page 105

o AP failed to connect to LS on page 105

* AP started location service on page 106

* AP stopped location service on page 106

* AP received passive calibration request on page 106

* AP received passive footfall request on page 106

e AP received unrecognized request on page 107

No LS responses

TABLE 176 No LS responses event

Event No LS responses

Event Type apLBSNoResponses

Event Code 701

Severity Major

Attribute "apMac"="XxX:XX:XXXX:XX:XX", “url”="", “port”=""

Displayed on the web
interface

AP [{apName&&apMac}] no response from LS: url= [{url}], port= [{port}]

Description

This event occurs when the AP does not get a response when trying to
connect to the location based service.
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LS authentication failure

TABLE 177 LS authentication failure event

Event LS authentication failure

Event Type apLBSAuthFailed

Event Code 702

Severity Major

Attribute "apMac"="Xx:XX:XXXX:xx:xx", “url"="", “port”"=""

Displayed on the web
interface

AP [{apName&&apMac}] LBS authentication failed: url= [{url}], port=
[{port}]

Description

This event occurs due to the authentication failure on connecting to the
location based service.

AP connected to LS

TABLE 178 AP connected to LS event

Event AP connected to LS

Event Type apLBSConnectSuccess

Event Code 703

Severity Informational

Attribute "apMac"="Xx:XX:XX:XX:xx:xx", “url"="", “port”=""

Displayed on the web
interface

AP [{apName&&apMac}] connected to LS: url= [{url}], port= [{port}]

Description

This event occurs when the AP successfully connects to the location based
service.

AP failed to connect to LS

TABLE 179 AP failed to connect to LS event

Event AP failed to connect to LS

Event Type apLBSConnectFailed

Event Code 704

Severity Major

Attribute "apMac"="xXx:XX:XxX:xx:xx:xx", “url"="", “port”=""

Displayed on the web
interface

AP [{apName&&apMac}] connection failed to LS: url= [{url}], port= [{port}]

Description

This event occurs when the AP fails to connect to the location based
service.

Auto Clearance

This event triggers the alarm 704, which is auto cleared by the event code
703.

Ruckus SmartZone 100 and Virtual SmartZone Essentials Alarm and Event Reference Guide, 5.1.2
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AP started location service

TABLE 180 AP started location service event

Event AP started location service

Event Type apLBSStartLocationService

Event Code 705

Severity Informational

Attribute "apMac’="Xx:xx:xx:xx:xx:xx", "venue"=""

Displayed on the web
interface

AP [{apName&&apMac}] Start Ruckus Location Service: venue= [{venue}],
band= [{band}]

Description

This event occurs when the AP starts to get the location data.

AP stopped location service

TABLE 181 AP stopped location service event

Event AP stopped location service

Event Type apLBSStopLocationService

Event Code 706

Severity Informational

Attribute "apMac”="XxX:XxX:Xx:xx:xx:xx", "venue"=""

Displayed on the web
interface

AP [{apName&&apMac}] Stop Ruckus Location Service: venue= [{venue}],
band= [{band}]

Description

This event occurs when the AP stops getting the location data.

AP received passive calibration request

TABLE 182 AP received passive calibration request event

Event AP received passive calibration request

Event Type apLBSRcvdPassiveCalReq

Event Code 707

Severity Informational

Attribute “apMac”="xXx:xx:xx:xx:xx:xx", “venue"="", “interval"="", “duration, =",
“band”="", “count”=""

Displayed on the web
interface

AP [{apName&&apMac}] received Passive Calibration Request:
interval=[{interval}s], duration=[{duration}m], band=[{band}]

Description

This event occurs when the AP receives the passive calibration request.

AP received passive footfall request

TABLE 183 AP received passive footfall request event

Ruckus SmartZone 100 and Virtual SmartZone Essentials Alarm and Event Reference Guide, 5.1.2

Event AP received passive footfall request
Event Type apLBSRcvdPassiveFFReq
Event Code 708
Severity Informational
106

Part Number: 800-72349-001 Rev A



TABLE 183 AP received passive footfall request event (continued)
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Event AP received passive footfall request
Attribute “apMac”="xx:xx:xx:xx:xx:xx", “venue”="", “interval"="", “duration, =",
Mba n d"="ll

Displayed on the web
interface

AP [{apName&&apMac}] received Passive Footfall Request:
interval=[{interval}s], duration=[{duration}m], band=[{band}]]

Description

This event occurs when the AP receives the passive footfall request.

AP received unrecognized request

TABLE 184 AP received unrecognized request event

Event AP received unrecognized request

Event Type apLBSRcvdUnrecognizedRequest

Event Code 709

Severity Warning

Attribute “"apMac”="xx:xx:xx:xx:xx:xx", “type”="", “length”="",

" {produce.short.name}Mgmtip"=""

Displayed on the web
interface

AP [{apName&&apMac}] received Unrecognized Request: type = [{type}],

length = [{length}]

Description

This event occurs when the AP receives an unrecognized request.

NOTE

Refer to AP LBS Alarms on page 36.

AP Mesh Events

Following are the events related to access point (AP) mesh.

108

EMAP downlink connected to MAP on page

EMAP downlink disconnected from MAP on
page 108

EMAP uplink connected to MAP on page 108

108

EMAP uplink disconnected from MAP on page

MAP disconnected on page 109

MAP downlink connected on page 109

109

MAP downlink connected to EMAP on page

MAP downlink disconnected from EMAP on
page 110

RAP downlink connected to MAP on page 110

MAP uplink connected to EMAP on page 110

MAP uplink disconnected from EMAP on page
110

MAP uplink connected to RAP on page 111

MAP uplink connected to MAP on page 111

Mesh state updated to MAP on page 111

Mesh state updated to MAP no channel on
page 112

Mesh state updated to RAP on page 112

Mesh state update to RAP no channel on
page 112

MAP downlink connected to MAP on page 113

page 113

MAP downlink disconnected from MAP on

RAP downlink disconnected from MAP on
page 113
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EMAP downlink connected to MAP

TABLE 185 EMAP downlink connected to MAP event

Event EMAP downlink connected to MAP

Event Type emapDlinkConnectWithMap

Event Code 405

Severity Informational

Attribute "emapMac"="Xx:XX:XX:XX:XX:XX", "mapMac="XX:XX:XX:XX:XX:XX"

Displayed on the web
interface

eMAP [{apName&&apMac}] accepted connection from MAP
[{mapName&&mapMac}].

Description

This event occurs when the mobile application part (MAP) to Ethernet Mesh
AP (EMAP) connection is successful.

EMAP downlink disconnected from MAP

TABLE 186 EMAP downlink disconnected from MAP event

Event EMAP downlink disconnected from MAP

Event Type emapDlinkDisconnectWithMap

Event Code 406

Severity Informational

Attribute "emapMac"="Xx:XX:XX:XX:XX:XX", "MmapMac="XX:XX:XX:XX:XX:XX"

Displayed on the web
interface

MAP [{mapName&&mapMac}] disconnects from eMAP
[{apName&&apMac}].

Description

This event occurs when the MAP disconnects from EMAP.

EMAP uplink connected to MAP

TABLE 187 EMAP uplink connected to MAP event

Event EMAP uplink connected to MAP

Event Type emapUlinkConnectWithMap

Event Code 407

Severity Informational

Attribute "emapMac"="xx:xx:Xx:Xx:xx:Xx","mapMac="xx:Xx:XX:XX:XX:Xx"

Displayed on the web
interface

eMAP [{apName&&apMac}] uplink connected to MAP
[{mapName&&mapMac}]

Description

This event occurs when the EMAP uplink connection to MAP is successful.

EMAP uplink disconnected from MAP

TABLE 188 EMAP uplink disconnected from MAP event

Event EMAP uplink disconnected from MAP
Event Type emapUlinkDisconnectWithMap
Event Code 408

Severity Informational
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TABLE 188 EMAP uplink disconnected from MAP event (continued)

Event

EMAP uplink disconnected from MAP

Attribute

"emapMac"="xx:xx:Xx:Xx:xx:Xx", "mapMac="xXx:XX:XX:XX:XX:XX"

Displayed on the web
interface

eMAP [{apName&&apMac}] uplink disconnected from MAP
[{mapName&&mapMac}]

Description

This event occurs when the EMAP uplink disconnects from MAP.

MAP disconnected

TABLE 189 MAP disconnected event

Event MAP disconnected

Event Type mapDisconnected

Event Code 411

Severity Informational

Attribute "emapMac"="Xx:XX:XX:XX:XX:XX", "MmapMac="XX:XX:XX:XX:XX:XX"

Displayed on the web
interface

MAP [{xapName&&xapMac}] disconnected from AP [{apName&&apMac}]

Description

This event occurs when the MAP disconnects from the AP.

MAP downlink connected

TABLE 190 MAP downlink connected event

Event MAP downlink connected
Event Type mapDlinkConnected

Event Code 412

Severity Informational

Attribute "mapMac="xXX:XX:XX:XX:XX:XX"

Displayed on the web
interface

MAP [{apName&&apMac}] downlink connected

Description

This event occurs when the MAP downlink connects to the AP.

MAP downlink connected to EMAP

TABLE 191 MAP downlink connected to EMAP event

Event MAP downlink connected to EMAP

Event Type mapDlinkConnectWitheMap

Event Code 413

Severity Informational

Attribute "mapMac”="XxX:xx:XX:Xx:Xx:XX", "emapMac="XX:XX:XX:XX:XX:XX"

Displayed on the web
interface

MAP [{apName&&apMac}] accepted connection from eMAP
[{emapName&&emapMac}]

Description

This event occurs when the MAP accepts the connection from Ethernet
Mesh AP.
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MAP downlink disconnected from EMAP

TABLE 192 MAP downlink disconnected from EMAP event

Event MAP downlink disconnected from EMAP

Event Type mapDlinkDisconnectWitheMap

Event Code 414

Severity Informational

Attribute "mapMac"="xXx:xx:xx:xx:xx:xx", "emapMac="XxX:XX:XX:XX:XX:XX"

Displayed on the web
interface

eMAP [{emapName&&emapMac}] disconnected from MAP
[{apName&&apMac}]

Description

This event occurs when the Ethernet Mesh AP disconnects from MAP.

RAP downlink connected to MAP

TABLE 193 RAP downlink connected to MAP event

Event RAP downlink connected to MAP

Event Type rmapDlinkConnectWithMap

Event Code 416

Severity Informational

Attribute "rapMac"="xx:xx:Xx:xx:xx:xx", "mapMac="xXxX:XX:XX:XX:XX:XX"

Displayed on the web
interface

RAP [{apName&&apMac}] accepted connection from MAP
[{mapName&&mapMac}]

Description

This event occurs when the root access point (RAP) accepts the MAP
connection.

MAP uplink connected to EMAP

TABLE 194 MAP uplink connected to EMAP event

Event MAP uplink connected to EMAP

Event Type mapUlinkConnectToeMap

Event Code 417

Severity Informational

Attribute "mapMac”="xXx:xx:Xx:xx:xx:xx", "emapMac="Xx:XX:XX:XX:XX:XX",

"rSSi"="XX", umesh Depthu=nxu

Displayed on the web
interface

MAP [{apName&&apMac}] connected to eMAP [{emapName&&emapMac}]
with RSSI [{rssi}] across [{meshDepth}] links

Description

This event occurs when MAP successfully connects to EMAP with received
signal strength indicator (RSSI) (across links).

MAP uplink disconnected from EMAP

TABLE 195 MAP uplink disconnected from EMAP event

Event

MAP uplink disconnected from EMAP

Event Type

mapUlinkDisconnectToeMap
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TABLE 195 MAP uplink disconnected from EMAP event (continued)

Event MAP uplink disconnected from EMAP

Event Code 418

Severity Informational

Attribute "mapMac”="xXx:Xx:xx:xx:xx:xx", "emapMac="xx:XX:XX:XX:XX:XX"

Displayed on the web
interface

MAP [{apName&&apMac}] disconnected from eMAP
[{emapName&&emapMac}]

Description

This event occurs when the MAP disconnects from EMAP.

MAP uplink connected to RAP

TABLE 196 MAP uplink connected to RAP event

Event MAP uplink connected to RAP

Event Type mapUlinkConnectToRap

Event Code 419

Severity Informational

Attribute "mapMac"="xx:xx:Xx:XX:XX:XX", "rootMac="XxX:XX:XX:XX:XX:XX",

"rSSi"="XX", "meSh Depthu=nX||

Displayed on the web
interface

MAP [{apName&&apMac}] connected to RAP [{rootName&&rootMac}] with
RSSI [{rssi}] across [{meshDepth}] links

Description

This event occurs when the MAP connects to RAP with RSSI (across links).

MAP uplink connected to MAP

TABLE 197 MAP uplink connected to MAP event

Event MAP uplink connected to MAP

Event Type mapUlinkConnectToMap

Event Code 420

Severity Informational

Attribute "mapMac"="xx:xx:xx:xx:xx:xx", "secondMapMac="xx:XX:XX:XX:XX:XX",

"rSSi"="XX", nmesh Depth"="X"

Displayed on the web
interface

MAP [{apName&&apMac}] connected to MAP
[{secondMapName&&secondMapMac}] with RSSI [{rssi}] across
[{meshDepth}] links

Description

This event occurs when the MAP connects to a second MAP with RSSI
(across links).

Mesh state updated to MAP

TABLE 198 Mesh state updated to MAP event

Event Mesh state updated to MAP
Event Type meshStateUpdateToMap
Event Code 421

Severity Informational
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TABLE 198 Mesh state updated to MAP event (continued)

Event

Mesh state updated to MAP

Attribute

"apMac"="Xx:xx:xx:xx:xx:xx", "newState"="xx",,
"mapMac"="xx:xx:xx:xx:xx:xx", "numHop"="x", "channel"="xx",

"downlinkState"="xx", "radio"

Displayed on the web
interface

AP [{apName&&apMac}] state set to [{newState}] uplinks to
[{mapName&&mapMac}] across [{numHop}] hops on channel [{channel}]
at [{radio}] with downlink [{downlinkState}]

Description

This event occurs when the AP is set to MAP uplinks across hops on
channel radio (with downlink).

Mesh state updated to MAP no channel

TABLE 199 Mesh state updated to MAP no channel event

Event Mesh state updated to MAP no channel
Event Type meshStateUpdateToMapNoChannel
Event Code 422

Severity Informational

Attribute "apMac"="XXXXXXXXXXXX",

"newsState"="xx",,"mapMac"="xx:xx:xx:xx:xx:xx", "numHop"="x",
"downlinkState"="xx"

Displayed on the web
interface

AP [{apName&&apMac}] state set to [{newState}] uplinks to
[{mapName&&mapMac}] across [{numHop}] hops with downlink
[{downlinkState}]

Description

This event occurs when the AP is set to MAP links across hops (with
downlink).

Mesh state updated to RAP

TABLE 200 Mesh state updated to RAP event

Event Mesh state updated to RAP

Event Type meshStateUpdateToRap

Event Code 423

Severity Informational

Attribute "apMac"="xx:xx:xx:xx:xx:xx", "newState"="xx", "channel"="xx",

"downlinkState"="xx", "radio"

Displayed on the web
interface

AP [{apName&&apMac}] state set to [{newState}] on channel [{channel}] at
[{radio}] with downlink [{downlinkState}]

Description

This event occurs when the AP is set to channel radio (with downlink).

Mesh state update to RAP no channel

TABLE 201 Mesh state update to RAP no channel event

Event

Mesh state update to RAP no channel

Event Type

meshStateUpdateToRapNoChannel
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TABLE 201 Mesh state update to RAP no channel event (continued)

Event Mesh state update to RAP no channel

Event Code 424

Severity Informational

Attribute "apMac"="xx:xx:xx:xx:xx:xx", "newState"="xx", "downlinkState"="xx"

Displayed on the web
interface

AP [{apName&&apMac}] state set to [{newState}] with downlink
[{downlinkState}]

Description

This event occurs when the AP is set to downlink.

MAP downlink connected to MAP

TABLE 202 MAP downlink connected to MAP event

Event MAP downlink connected to MAP

Event Type mapDlinkConnectWithMap

Event Code 425

Severity Informational

Attribute "mapMac”=" Xx:XxX:XX:xx:Xx:xx", "apMac"="XxX:XX:XX:XX:XX:XX"

Displayed on the web
interface

MAP [{apName&&apMac}] accepted connection from MAP
[{mapName&&mapMac}]

Description

This event occurs when the MAP accepts a connection from another MAP.

MAP downlink disconnected from MAP

TABLE 203 MAP downlink disconnected from MAP event

Event MAP downlink disconnected from MAP

Event Type mapDlinkDisconnectWithMap

Event Code 426

Severity Informational

Attribute "secondMapMac"=" Xx:XX:XX:XX:XX:XX", "apMac"="XX:XX:XX:XX:XX:XX"

Displayed on the web
interface

MAP [{secondMapName&&secondMapMac}] disconnected from MAP
[{apName&&apMac}]

Description

This event occurs when the MAP disconnects from a second MAP.

RAP downlink disconnected from MAP

TABLE 204 RAP downlink disconnected from MAP event

Event RAP downlink disconnected from MAP

Event Type rapDlinkDisconnectWithMap

Event Code 427

Severity Informational

Attribute "secondMapMac"=" XX:XX:XX:XX:XX:XX", "apMac"="XX:XX XX XX XX XX"

Displayed on the web
interface

MAP [{secondMapName&&secondMapMac}] disconnected from RAP
[{apName&&apMac}]

Description

This event occurs when the MAP disconnects from RAP.
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AP State Change Events

Following are the events related to access point state changes.

AP rebooted by user on page 114

AP rebooted by system on page 115

AP disconnected on page 115

AP IP address updated on page 115

AP reset to factory default on page 116

AP channel updated on page 116

AP country code updated on page 116

AP channel updated because dynamic
frequency selection (DFS) detected a radar on
page 117

AP change control plane on page 117

AP connected on page 117

AP deleted on page 118

AP heartbeat lost on page 118

AP tagged as critical on page 118

AP cable modem interface down on page 118

AP brownout on page 119

AP cable modem power-cycled by user on
page 119

AP smart monitor turn off WLAN on page 119

AP client load balancing limit reached on page
120

AP client load balancing limit recovered on
page 120

AP WLAN state changed on page 120

AP capacity reached on page 121

AP capacity recovered on page 121

AP cable modem interface up on page 121

AP cable modem soft-rebooted by user on
page 122

AP cable modem set to factory default by
user on page 122

AP health high latency flag on page 122

AP health low capacity flag on page 122

AP health high connection failure flag on page
123

AP health high client count flag on page 123

AP health high latency clear on page 123

AP health low capacity clear on page 124

AP health high connection failure clear on
page 124

AP health high client count clear on page 124

Primary DHCP AP is down on page 125

Primary DHCP AP is up on page 125

Secondary DHCP AP is down on page 125

Secondary DHCP AP is up on page 126

Primary or secondary DHCP AP detects 90%
of the configured total IPs on page 126

Both primary and secondary DHCP server APs
are down on page 126

AP NAT gateway IP failover detected for
particular VLAN pool on page 127

AP NAT gateway IP fall back detected for
particular VLAN pool on page 127

NAT VLAN capacity affected detected by NAT
gateway AP at zone due to three (3)
consecutive NAT gateway AP IPs are down for
particular VLAN pool on page 128

NAT VLAN capacity restored detected by NAT
gateway AP due to (at least) one out of the
three (3) consecutive NAT gateway AP IP were
down is now up on page 128

AP NAT failure detected by SZ due to three (3)
consecutive NAT gateway APs are down on
page 129

AP health high airtime utilization flag on page
129

AP health high airtime utilization clear on
page 129

AP cluster failover on page 130

AP cluster rehome on page 130

Backhaul switched to primary on page 130

Backhaul switched to secondary on page 131

LTE network connectivity lost on page 131

Ethernet network connectivity lost on page
131

LTE DHCP timeout on page 132

Ethernet link down on page 132

Ethernet link up on page 132

SIM switch on page 132

Remote host blacklisted on page 133

SIM removal on page 133

LTE network registration status on page 133

LTE connection status on page 134

AP rebooted by user

TABLE 205 AP rebooted by user event
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TABLE 205 AP rebooted by user event (continued)

Event

AP rebooted by user

Attribute

"o

“apMac”="Xx:X)X:XX:xXx:xx:xx", "reason"="xxxxx"

Displayed on the web
interface

AP [{apName&&apMac}] rebooted because of [{reason}]

Description

This event occurs when AP reboots.

AP rebooted by system

TABLE 206 AP rebooted by system event

Event AP rebooted by system

Event Type apRebootBySystem

Event Code 302

Severity Major

Attribute “apMac”="Xx:X)X:XX:XX:Xx:xX", "reason"="xxxxx"

Displayed on the web
interface

AP [{apName&&apMac}] rebooted by the system because of [{reason}]

Description

This event occurs when the system reboots the AP.

AP disconnected

TABLE 207 AP disconnected event

Event AP disconnected

Event Type apConnectionLost (detected on the server)
Event Code 303

Severity Major

Attribute “apMac"="XX:XX XX XX XX XX"

Displayed on the web
interface

AP [{apName&&apMac}] disconnected

Description

This event occurs when the AP disconnects from the controller.

Auto Clearance

This event triggers the alarm 303, which is auto cleared by the event code
312.

AP IP address updated

TABLE 208 AP IP address updated event

Event AP IP address updated
Event Type aplPChanged

Event Code 304

Severity Informational

Attribute “apMac"="XX XX XX XX XX XX"

Displayed on the web
interface

AP [{apName&&apMac}] reset because of an IP address change

Description

This event occurs when the AP is reset due to a change in the IP address.
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AP reset to factory default

TABLE 209 AP reset to factory default event

Event AP reset to factory default
Event Type apFactoryReset

Event Code 305

Severity Informational

Attribute “apMac”="XXXX XX XX XX XX

Displayed on the web
interface

AP [{apName&&apMac}] reset to factory default settings

Description

This event occurs when the AP is reset to factory default settings.

AP channel updated

TABLE 210 AP channel updated event

Event AP channel updated

Event Type apChannelChanged

Event Code 306

Severity Informational

Attribute “apMac"="xx:xx:xx:xx:xx:xx", “radio"="xxx", “fromChannel”"="xx",

“toChannel’="xx"

Displayed on the web
interface

AP [{apName&&apMac}] detected interference on radio [{radio}] and has
switched from channel [{fromChannel}] to channel [{toChannel}]

Description

This event occurs when the AP detects an interference on the radio and
switches to another channel.

AP country code updated

TABLE 211 AP country code updated event

Event AP country code updated
Event Type apCountryCodeChanged
Event Code 307

Severity Informational

Attribute “apMac"="XXXXXXXXXXXX"

Displayed on the web
interface

AP [{apName&&apMac}] reset because of a country code change

Description

This event occurs when a change in country code causes the AP to reset.
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AP channel updated because dynamic frequency selection (DFS)
detected a radar

TABLE 212 AP channel updated because dynamic frequency selection (DFS) detected a

radar event

Event AP channel updated because dynamic frequency selection (DFS) detected a
radar

Event Type apDfsRadarEvent

Event Code 308

Severity Informational

Attribute “apMac"="xx:xx:xx:xx:xx:xx", “radio”"="xxx", “channel”="xx"

Displayed on the web
interface

AP [{apName&&apMac}] detected radar burst on radio [{radio}] and
channel [{channel}] went into non-occupancy period

Description

This event occurs when the AP detects a radar burst on the radio and the
channel moves to a non-occupancy mode.

AP change control plane

TABLE 213 AP change control plane event

Event AP change control plane

Event Type apChangeControlBlade

Event Code 311

Severity Informational

Attribute “apMac”="XxX:XX:XX:XX:XX:XX", “0ldWSgIP"="XXX. XXX.XXX.XXX",

“Newwsg|IP"="XXX.XXX.XXX.XXX"

Displayed on the web
interface

AP [{apName&&apMac}] switched from {produce.short.name}
[{oldCpName]| | oldwsglP}] to {produce.short.name} [{cpName| |
newwsglP}].

Description

This event occurs when the AP switches from an existing controller
connection to a new connection.

AP connected

TABLE 214 AP connected event
Event AP connected
Event Type apConnected
Event Code 312
Severity Informational
Attribute “apMac"="XX:XX XX XX XX XX"

Displayed on the web
interface

AP [{apName&&apMac}] connected because of [{reason}].

Description

This event occurs when the AP is connected.
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AP deleted

TABLE 215 AP deleted event

Event AP deleted

Event Type apDeleted (detected on the server)
Event Code 313

Severity Major

Attribute “apMac"="XX:XX XX XX XX XX"

Displayed on the web
interface

AP [{apName&&apMac}] deleted

Description

This event occurs when the AP is deleted on the server side.

AP heartbeat lost

TABLE 216 AP heartbeat lost event

Event AP heartbeat lost

Event Type apHeartbeatlLost

Event Code 314

Severity Informational

Attribute “apMac"="XxXXXXXXXXXXX"

Displayed on the web
interface

AP [{apName&&apMac}] heartbeat lost.

Description

This event occurs when the AP is deleted due to a lost heartbeat.

AP tagged as critical

TABLE 217 AP tagged as critical event

Event AP tagged as critical

Event Type apTaggedAsCritical

Event Code 315

Severity Informational

Attribute “apMac"="XX: XX XX XX XX XX"

Displayed on the web
interface

AP [{apName&&apMac}] tagged as critical

Description

This event occurs when the AP is tagged critical.

AP cable modem interface down

TABLE 218 AP cable modem interface down event

Event AP cable modem interface down
Event Type cableModemDown

Event Code 316

Severity Major
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TABLE 218 AP cable modem interface down event (continued)

Event

AP cable modem interface down

Attribute

“apMac"="XX:XX XX XX XX XX"

Displayed on the web
interface

AP [{apName&&apMac}] cable modem interface is down

Description

This event occurs when the AP cable modem interface is down.

Auto Clearance

This event triggers the alarm 308, which is auto cleared by the event code
325.

AP brownout

TABLE 219 AP brownout event

Event AP brownout

Event Type apBrownout

Event Code 317

Severity Major

Attribute “apMac"="XX XX XX XX XX XX"

Displayed on the web
interface

AP [{apMac}] voltage deviation on [{cause}] port

Description

This event occurs due to a voltage deviation on the AP port.

AP cable modem power-cycled by user

TABLE 220 AP cable modem power-cycled by user event

Event AP cable modem power-cycled by user

Event Type cmRebootByUser

Event Code 318

Severity Informational

Attribute “apMac"="Xx:XxX:xx:xx:xx:xx", "reason"="xxxxx"

Displayed on the web
interface

AP [{apName&&apMac}] cable modem power-cycled because of
[{reason}].]

Description

This event occurs when AP cable modem is power-cycled because the user
executes the power-cycle CLI command.

AP smart monitor turn off WLAN

TABLE 221 AP smart monitor turn off WLAN event

Event AP smart monitor turn off WLAN

Event Type smartMonitorTurnOffWLAN

Event Code 319

Severity Warning

Attribute "apMac"="xx:xx:xx:xx:xx:xx", "turnOffTime"="", "turnOnTime"=""
Displayed on the web AP [{apName&&apMac}] turned off WLANs by Smart Monitor on
interface [{time(turnOffTime)}] and turn on WLANSs on [{time(turnOnTime)}]
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TABLE 221 AP smart monitor turn off WLAN event (continued)

Event

AP smart monitor turn off WLAN

Description

This event occurs when the smart monitor of the AP turns off the WLAN.

AP client load balancing limit reached

TABLE 222 AP client load balancing limit reached event

Event AP client load balancing limit reached

Event Type apCLBlimitReached

Event Code 320

Severity Warning

Attribute "apMac"="xx:xx:xx:xx:xx:xx", "bssid"="xx:xx:xx:xx:xx:xx", "clb-load-limit"="",
"cur-load"="", "min-clbpartner-bssid"="", "min-clbpartner-load"="", "num-
clbpartners"="", "low-clbpartners"=""

Displayed on the web
interface

AP [{apname®@apMac}] reached client load limit, [{cur-load}] / [{cIb-load-
limit}], on WLAN [{ssid}]

Description

This event occurs when the AP reaches the client loading balance (CLB)
limit. The adjacent threshold limit value is 50 for 2.4GHz radio and 43 for
5GHz radio.

AP client load balancing limit recovered

TABLE 223 AP client load balancing limit recovered event

Event AP client load balancing limit recovered

Event Type apCLBlimitRecovered

Event Code 321

Severity Informational

Attribute “apMac”="xx:xx:xx:xx:xx:xX","bssid"="xx:xx:xx:xx:xx:xx", “clb-load-limit"="",

“ey r-|Oad"="",

Displayed on the web
interface

AP[{apname®@apMac}] recovered from client load limit, [{cur-load}] / [{clb-
load-limit}], on WLAN [{ssid}]

Description

This event occurs when the AP is recovered from client load balance (CLB)
limit. The adjacent threshold limit value is 50 for 2.4GHz radio and 43 for
5GHz radio.

AP WLAN state changed

TABLE 224 AP WLAN state changed event

Event AP WLAN state changed

Event Type apWLANStateChanged

Event Code 322

Severity Informational

Attribute "apMac"="xx:xx:xx:xx:xx:xx" "state"="enable | disable" "ssid"="xxxxx"
"apTime"="Tue Apr 22 12:15:00 2014" "reason"="State changed according
to service schedule | State changed by adminstrator"
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TABLE 224 AP WLAN state changed event (continued)

Event

AP WLAN state changed

Displayed on the web
interface

AP [{apName&&apMac}] {state} WLAN [{ssid}] on [{apTime}]. Reason:
[{reason}].

Description

This event occurs when the WLAN state changes as per the service
schedule or as per the service type setting.

AP capacity reached

TABLE 225 AP capacity reached event

Event AP capacity reached

Event Type apCapacityReached

Event Code 323

Severity Warning

Attribute "apMac"="xx:xx:xx:xx:xx:xx", “radio”:"",

Displayed on the web
interface

AP [{{apName&&apMac}] radio [{radio}] stopped accepting clients because
the client association threshold has been reached.

Description

This event occurs when an AP rejects a client due to the threshold limit
reached by the client.

AP capacity recovered

TABLE 226 AP capacity recovered event

Event AP capacity recovered

Event Type apCapacityRecovered

Event Code 324

Severity Informational

Attribute "apMac"="xx:xx:xx:xx:xx:xx", “radio”:"",

Displayed on the web
interface

AP [{{apName&&apMac}] radio [{radio}] started accepting clients again
because current client association is now below the threshold.

Description

This event occurs when the AP starts accepting clients again because the
current client association is below the threshold limit.

AP cable modem interface up

TABLE 227 AP cable modem interface up event

Event AP cable modem interface up
Event Type cableModemUp

Event Code 325

Severity Informational

Attribute "apMac"="XX:XXXX XX XX XX"

Displayed on the web
interface

AP [{apName&&apMac}] cable modem interface is up.

Description

This event occurs when the AP cable modem interface is up.
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AP cable modem soft-rebooted by user

TABLE 228 AP cable modem soft-rebooted by user event

Event AP cable modem soft-rebooted by user
Event Type cmResetByUser

Event Code 326

Severity Informational

Attribute "apMac”="XxX:XX:XX:XX:XX:XX","reason”="xxxxx"

Displayed on the web
interface

AP [{apName&&apMac}] cable modem soft-reboot because of [{reason}].

Description

This event occurs when the AP cable modem is softly rebooted because the
user executes the soft-reboot CLI command.

AP cable modem set to factory default by user

TABLE 229 AP cable modem set to factory default by user event

Event AP cable modem set to factory default by user
Event Type cmResetFactoryByUser

Event Code 327

Severity Informational

Attribute "apMac”="Xx:XX:XX:XX:XX:XX","reason"="xxxxx"

Displayed on the web
interface

AP [{apName&&apMac}] cable modem set to factory default because of
[{reason}].

Description

This event occurs when AP cable modem is reset to factory default because
the user executes the set factory CLI command.

AP health high latency flag

TABLE 230 AP health high latency flag event

Event AP health high latency flag

Event Type apHealthLatencyFlag

Event Code 328

Severity Warning

Attribute "apName"="xxxxx", "apMac"="xx:xx:xx:xx:xx:xx", "current V

alue"="xxxxx","configuredThreshold"="xxxxx", " radio" = "X.XG"

Displayed on the web
interface

AP [{apName&&apMac}] flagged {{radio}} latency health [{currentValue}]
because it crossed the threshold [{configuredThreshold}].

Description

This event occurs when the AP is flagged because the radio has crossed the
latency health threshold configured by the administrator.

AP health low capacity flag

TABLE 231 AP health low capacity flag event

Event

AP health low capacity flag

Event Type

apHealthCapacityFlag
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TABLE 231 AP health low capacity flag event (continued)

Event AP health low capacity flag

Event Code 329

Severity Warning

Attribute "apName"="xxxxx", "apMac"="xXx:xx:xx:xx:xx:xx", "current V

alue"="xxxxx","configuredThreshold"="xxxxx", " radio" = "X.XG"

Displayed on the web
interface

AP [{apName&&apMac}] flagged {{radio}} capacity health [{currentValue}]
because it crossed the threshold [{configuredThreshold}].

Description

This event occurs when the AP is flagged because the radio has crossed the
capacity health threshold configured by the administrator.

AP health high connection failure flag

TABLE 232 AP health high connection failure flag event

Event AP health high connection failure flag

Event Type apHealthConnectionFailureFlag

Event Code 330

Severity Warning

Attribute "apName"="xxxxx", "apMac"="xXx:xx:xx:xx:xx:xx", "current V

alue"="xxxxx","configuredThreshold"="xxxxx", " radio" = "X.XG"

Displayed on the web
interface

AP [{apName&&apMac}] flagged {{radio}} capacity health [{currentValue}]
because it crossed the threshold [{configuredThreshold}].

Description

This event occurs when AP is flagged because the AP has crossed the
connection failure health threshold configured by the administrator.

AP health high client count flag

TABLE 233 AP health high client count flag event

Event AP health high client count flag

Event Type apHealthClientCountFlag

Event Code 331

Severity Warning

Attribute "apName"="xxxxx", "apMac"="xx:xx:xx:xx:xx:xx", "current V

alue"="xxxxx","configuredThreshold"="xxxxx",

Displayed on the web
interface

AP [{apName&&apMac}] flagged client count health [{currentValue}]
because it crossed the threshold [{configuredThreshold}].

Description

This event occurs when an AP is flagged because the AP has crossed the
client count health threshold configured by the administrator.

AP health high latency clear

TABLE 234 AP health high latency clear event

Event AP health high latency clear
Event Type apHealthLatencyClear
Event Code 332
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TABLE 234 AP health high latency clear event (continued)

Event
Severity
Attribute

Displayed on the web
interface

Description

AP health high latency clear

Informational

non non

"apName"="xxxxx", "apMac"="xx:xx:xx:xx:xx:xx", "current V

alue"="xxxxx","configuredThreshold"="xxxxx", " radio" = "X.XG",

AP [{apName&&apMac}] cleared {{radio}} latency health [{currentValue}],
which is no longer past the threshold [{configuredThreshold}].

This event occurs when an AP health flag is cleared because it is no longer
past the capacity threshold configured by the administrator.

AP health low capacity clear

TABLE 235 AP health low capacity clear event

Event
Event Type
Event Code
Severity
Attribute

Displayed on the web
interface

Description

AP health low capacity clear

apHealthCapacityClear
333

Informational

n_mn non non

"apName"="xxxxx", "apMac"="xx:xx:xx:xx:xx:xx", "current V

alue"="xxxxx","configuredThreshold"="xxxxx", " radio" = "X.XG"

AP [{apName&&apMac}] cleared {{radio}} capacity health [{currentValue}],
which is no longer past the threshold [{configuredThreshold}].

This event occurs when an AP's health flag is cleared because it is no longer
past the capacity threshold configured by the administrator.

AP health high connection failure clear

TABLE 236 AP health high connection failure clear event

Event
Event Type
Event Code
Severity
Attribute

Displayed on the web
interface

Description

AP health high connection failure clear

apHealthConnectionFailureClear
334

Informational

"apName"="xxxxx", "apMac"="XX:XX:XX:XX:XX:XX",
"currentValue"="xxxxx","configuredThreshold"="xxxxx", " radio" = "X.XG"

AP [{apName&&apMac}] flagged {{radio}} connection failure health
[{currentValue}], which is no longer past the threshold
[{configuredThreshold}].

This event occurs when an AP's health flag is cleared because it is no longer
past the connection failure threshold configured by the administrator.

AP health high client count clear

TABLE 237 AP health high client count clear event

Event

Event Type

Event Code
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AP health high client count clear
apHealthClientCountClear
335
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TABLE 237 AP health high client count clear event (continued)

Event AP health high client count clear

Severity Informational

Attribute "apName"="xxxxx", "apMac"="xx:xx:xx:xx:xx:xx", "currentValue"="xxxxx",
configuredThreshold"="xxxxx",

Displayed on the web AP [{apName&&apMac}] cleared client count health [{currentValue}], which

interface is no longer past the threshold [{configuredThreshold}].

Description This event occurs when an AP's health flag is cleared because it is no longer

past the capacity threshold configured by the administrator.

Primary DHCP AP is down

TABLE 238 Primary DHCP AP is down event

Event Primary DHCP AP is down detected by secondary DHCP AP. Starting DHCP
service on secondary.

Event Type apDHCPFailoverDetected

Event Code 336

Severity Warning

Attribute "primaryServerMac"="xx:xx:xx:xx:xx:xx", "apMac"="XxX:XX:XX:XX:XX:XX"
Displayed on the web Primary DHCP server [{primaryServerMac}] is down detected by secondary
interface DHCP server [{apMac}].

Description This event oc curs when the secondary DHCPAP detects that the primary

DHCP service has failed and starts the DHCP service.

Primary DHCP AP is up

TABLE 239 Primary DHCP AP is up event

Event Primary DHCP AP is up detected by secondary DHCP AP. Stopping DHCP
service on secondary.

Event Type apDHCPFallbackDetected

Event Code 337

Severity Informational

Attribute "primaryServerMac"="xx:xx:xx:xx:xx:xx", "apMac"="XX:XX:XX:XX:XX:XX""
Displayed on the web Primary DHCP server [{primaryServerMac}] is up detected by secondary
interface DHCP server [{apMac}].

Description This event occurs when the secondary DHCP AP detects that primary DHCP

AP is UP and stops DHCP service.

Secondary DHCP AP is down

TABLE 240 Secondary DHCP AP is down event

Event Secondary DHCP AP is down detected by primary DHCPAP.
Event Type apSecondaryDHCPAPDown

Event Code 338

Severity Major
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TABLE 240 Secondary DHCP AP is down event (continued)

Event

Secondary DHCP AP is down detected by primary DHCPAP.

Attribute

"secondaryServerMac"="xx:xx:xx:xx:xx:xx", "apMac"="Xx:XX:XX:XX:XX:XX"

Displayed on the web
interface

Secondary DHCP server [{secondaryServerMac}] is down detected by
primary DHCP server [{apMac}].

Description

This event occurs when the primary DHCP AP detects that the secondary
DHCP AP is down.

Secondary DHCP AP is up

TABLE 241 Secondary DHCP AP is up event

Event Secondary DHCP AP is up detected by primary DHCP AP.

Event Type apSecondaryDHCPAPUp

Event Code 339

Severity Informational

Attribute "secondaryServerMac"="x)x:xx:xx:xx:xx:xx", "apMac"="xx:Xx:XX:XX:XX:Xx"

Displayed on the web
interface

Secondary DHCP server [{secondaryServerMac}] is up detected by
primaryDHCP server [{primaryServerMac}].

Description

This event occurs when the primary DHCP AP detects that secondary DHCP
AP is UP.

Primary or secondary DHCP AP detects 90% of the configured total

IPs

TABLE 242 Primary or secondary DHCP AP detects 90% of the configured total IPs event

Event Primary or secondary DHCP AP detects 90% of the configured total IPs
Event Type apDHCPIPPoolMaxThresholdReached

Event Code 340

Severity Warning

Attribute "zoneName"="ZoneName", "poolld"="xxxx","vlanld"="1",

"allocatedIPNum"="5", "totallPNum"="10", "apMac"="XX:XX:XX:XX:XX:XX"

Displayed on the web
interface

In zone [{zoneName}] DHCP IP pool [{poolld}] reached 90% threshold
detected by AP MAC [{apMac}]. VLAN ID: [{vlanld}] Allocated IPs:
[{allocatedIPNum}], Total IPs: [{totallPNum}].

Description

This event occurs when the primary or secondary DHCP AP reports that the
IP pool has reached 90% of the total number of allocated IP addresses.

Both primary and secondary DHCP server APs are down

TABLE 243 Both primary and secondary DHCP server APs are down event

Event Both primary and secondary DHCP server APs are down
Event Type apDHCPServiceFailure

Event Code 341

Severity Critical
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TABLE 243 Both primary and secondary DHCP server APs are down event (continued)

Event

Both primary and secondary DHCP server APs are down

Attribute

"primaryServerMac"="xx:XX:XX:XX:XX:Xx",
"secondaryServerMac"="xx:XX:XX:XX:XX:XX"

Displayed on the web
interface

AP DHCP service failure . Both primary DHCP AP [{primaryServerMac}] and
secondary DHCP server AP [{secondaryServerMac}] are down.

Description

This event occurs when the controller detects that the primary and
secondary DHCP APs have failed.

Events Types
AP State Change Events

AP NAT gateway IP failover detected for particular VLAN pool

TABLE 244 AP NAT gateway IP failover detected for particular VLAN pool event

Event AP NAT gateway IP failover detected for particular VLAN pool
Event Type apNATFailoverDetected

Event Code 342

Severity Major

Attribute "natGatewaylP"="10.1.2.2", "vlanld"="2",

"natGatewayMac"="xx:XX:XX:XX:XX:xx", "apMac"="XX:XX:XX:XX:XX:XX"

Displayed on the web
interface

NAT failover detected for [{natGatewaylIP}], VLAN [{vlanid}], AP
[{natGatewayMac}]. Bringing up interface and switching traffic to AP
H{apMac}].

Description

This event occurs when any NAT gateway AP detects that a monitored NAT
gateway IP has failed.

AP NAT gateway IP fall back detected for particular VLAN pool

TABLE 245 AP NAT gateway IP fall back detected for particular VLAN pool event

Event AP NAT gateway IP fall back detected for particular VLAN pool
Event Type apNATFallbackDetected

Event Code 343

Severity Informational

Attribute "vlanld"="1", "natGatewayMac"="XX:XX:XX:XX:XX:XX",

"apMac"="XX: XX XX XX XX XX"

Displayed on the web
interface

NAT fallback detected for VLAN [{vlanld}] by AP [{apMac}]. Bringing down
interface and switching traffic to AP [{natGatewayMac}].

Description

This event occurs when any NAT gateway AP detects that other monitored
NAT gateway AP IP is up.
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NAT VLAN capacity affected detected by NAT gateway AP at zone
due to three (3) consecutive NAT gateway AP IPs are down for
particular VLAN pool

TABLE 246 NAT VLAN capacity affected detected by NAT gateway AP at zone due to three
(3) consecutive NAT gateway AP IPs are down for particular VLAN pool event

Event NAT VLAN capacity affected detected by NAT gateway AP at zone due to
three (3) consecutive NAT gateway AP IPs are down for particular VLAN pool

Event Type apNATVlanCapacityAffected

Event Code 344

Severity Critical

Attribute "natGatewaylP1"=192.168.10.2", "natGatewaylP2"=192.168.10.3", "nat

GatewaylP3"=192.168.10.4","vlanld"="2", "apMac"="XX:XX:XX:XX:XX:XX"

Displayed on the web
interface

NAT VLAN capacity affected is detected by NAT gateway AP [{apMac}] since
three (3) consecutive NAT gateway IPs
[{natGatewayIP1&&natGatewaylP2&&natGatewaylP3}] are down. The NAT
traffic for some of the clients may get affected for VLAN [{vlanId}].

Description

This event occurs when NAT VLAN capacity affected is detected by NAT
gateway AP at zone. This is due to three (3) consecutive NAT gateway AP IP
failure for a particular VLAN pool.

NAT VLAN capacity restored detected by NAT gateway AP due to (at
least) one out of the three (3) consecutive NAT gateway AP IP were
down is now up

TABLE 247 NAT VLAN capacity restored detected by NAT gateway AP due to (at least) one
out of the three (3) consecutive NAT gateway AP IP were down is now up event

Event NAT VLAN capacity restored detected by NAT gateway AP due to (at least)
one out of the three (3) consecutive NAT gateway AP IP were down is now
up

Event Type apNATVIanCapacityRestored

Event Code 345

Severity Informational

Attribute "natGatewaylP"="192.168.10.2", "apMac"="XX:XX:XX:XX:XX:XX"

Displayed on the web
interface

NAT VLAN capacity restored detected by DHCP NAT AP [{apMac}] one of the
NAT gateway IPs [{natGatewaylIP}] is now up, out of three (3) consecutive
NAT gateway IPs which were down. The NAT traffic for affected clients is
restored back.

Description

This event occurs when the AP detects at least one of the three (3)
consecutive gateway APs IPs that had failed is now UP.
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AP NAT failure detected by SZ due to three (3) consecutive NAT
gateway APs are down

TABLE 248 AP NAT failure detected by SZ due to three (3) consecutive NAT gateway APs are

down event
Event AP NAT failure detected by SZ due to three (3) consecutive NAT gateway APs
are down
Event Type apNATFailureDetectedbySZ
Event Code 346
Severity Critical
Attribute "apMacT"="Xx:XX:XX:XX:XX:XX", "apMac2"="XX XX XX XX XX XX",

"apMac3"="XX XX XX XX XX:XX"

Displayed on the web
interface

NAT failure detected by SZ since three (3) consecutive NAT gateway IPs are
down AP1=[{apMac1}] AP2=[{apMac2}] AP3=[{apMac3}] (All consecutive
NAT APs are down in case of less than 3 NAT Gateway APs configured). The
NAT traffic for some of the clients may get affected for the respective
VLANSs.

Description

This event occurs when the controller detects three (3) consecutive failures
of NAT server APs.

AP health high airtime utilization flag

TABLE 249 AP health high airtime utilization flag event

Event AP health high airtime utilization flag

Event Type apHealthAirUtilizationFlag

Event Code 347

Severity Warning

Attribute "apName"="xxxxx", "apMac"="xx:xx:xx:xx:xx:xx", "currentValue"="xxxxx",

"configuredThreshold"="xxxxx", "radio"="X.XG"

Displayed on the web
interface

AP [{apName&&apMac}] flagged {{radio}} airtime utilization health
[{currentValue}] because it crossed the threshold [{configuredThreshold}].

Description

This event occurs when an AP is flagged because the radio has crossed the
latency health threshold configured by the administrator.

AP health high airtime utilization clear

TABLE 250 AP health high airtime utilization clear event

Event AP health high airtime utilization clear

Event Type apHealthAirUtilizationClear

Event Code 348

Severity Informational

Attribute "apName"="xxxxx", "apMac"="xx:xx:xx:xx:xx:xx", "currentValue"="xxxxx",

"configuredThreshold"="xxxxx", "radio"="X.XG"

Displayed on the web
interface

AP [{apName&&apMac}] cleared {{radio}} airtime utilization health
[{currentValue}], which is no longer past the threshold
[{configuredThreshold}].
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TABLE 250 AP health high airtime utilization clear event (continued)

Event

Description

AP health high airtime utilization clear

This event occurs when an AP's health flag is cleared because it is no longer
past the latency threshold configured by the administrator.

AP cluster failover

TABLE 251 AP cluster failover event

Event
Event Type
Event Code
Severity
Attribute

Displayed on the web
interface

Description

AP cluster failover
apClusterFailover
349

Informational

“apMac”="Xx:xX:XX:XX:XX:XX", “0ldWsgIP"="XXX.XXX.XXX.XXX",
“NewWsgIP"="XXX.XXX.XXX.XXX"

AP [{apName&&apMac}] on zone [{zoneName}] is failover from
{produce.short.name} [{oldCpName| | oldWsgIP}] to {produce.short.name}
[{cpName| | newWsgIP}].

This event occurs when an AP executes the failover from the original cluster
to a new cluster.

AP cluster rehome

TABLE 252 AP cluster rehome event

Event

Event Type
Event Code
Severity
Attribute

Displayed on the web
interface

Description

NOTE

AP cluster rehome

apRehomeFailover
350
Informational

“"apMac”="xx:xx:xX:Xx:Xx:XX", “0ldWsgIP"="XXX.XXX.XXX.XXX",
“NewWsgIP"="XXX.XXX.XXX.XXX"

AP [{apName&&apMac}] on zone [{zoneName}] is rehomed from
{produce.short.name} [{oldCpName| | oldWsgIP}] to {produce.short.name}
[{cpName| | newWsgIP}].

This event occurs when an AP is rehomed from a standby to a primary
cluster.

Refer to AP State Change Alarms on page 37.

Backhaul switched to primary

TABLE 253 Backhaul switched to primary event

Event
Event Type
Event Code
Severity
Attribute
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Backhaul switched to primary
changeToPrimaryBackhaul
9100

Informational

“"apMac”="xx:xx:xx:xx:xx:xx", currBackhaul = "eth0Q"
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TABLE 253 Backhaul switched to primary event (continued)

Event

Backhaul switched to primary

Displayed on the web
interface

AP [{apName&&apMac}] Backhaul switched to primary - [{currBackhaul}]

Description

This event occurs when Backhaul switched to primary.

Backhaul switched to secondary

TABLE 254 Backhaul switched to secondary event

Event Backhaul switched to secondary

Event Type changeToSecondaryBackhaul

Event Code 9101

Severity Informational

Attribute “apMac”="xx:xx:xx:xx:xx:xx", currBackhaul ="SIM 1"

Displayed on the web
interface

AP [{apName&&apMac}] Backhaul switched to secondary - [{currBackhaul}]

Description

This event occurs when Backhaul switched to secondary.

LTE network connectivity lost

TABLE 255 LTE network connectivity lost event

Event LTE network connectivity lost

Event Type IteConnectivityFailed

Event Code 9102

Severity Informational

Attribute “apMac”="Xx:XX:XX:Xx:Xx:xx", currSim = "SIM 0"

Displayed on the web
interface

AP [{apName&&apMac}] LTE network connectivity lost on [{currSim}]

Description

This event occurs when LTE network connectivity is lost.

Ethernet network connectivity lost

TABLE 256 Ethernet network connectivity lost vent

Event Ethernet network connectivity lost

Event Type ethernetConnectivityFailed

Event Code 9103

Severity Informational

Attribute “"apMac”="xx:xx:xx:xx:xx:xx", currlface = "eth0"

Displayed on the web
interface

AP [{apName&&apMac}] Ethernet network connectivity lost on [{curriface}]

Description

This event occurs when Ethernet network connectivity is lost.
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LTE DHCP timeout

TABLE 257 LTE DHCP timeout event

Event LTE DHCP timeout

Event Type [teDhcpTimeout

Event Code 9104

Severity Informational

Attribute “apMac’="xXx:xXx:xx:xx:xx:xx", currSim = "SIM 1"

Displayed on the web
interface

AP [{apName&&apMac}] LTE DHCP timeout on [{currSim}]

Description

This event occurs when LTE DHCP timeout.

Ethernet link down

TABLE 258 Ethernet link down event

Event Ethernet link down

Event Type ethernetLinkDown

Event Code 9105

Severity Informational

Attribute “apMac”="xx:xx:xx:xx:xx:xx", currlface = "eth1"

Displayed on the web
interface

AP [{apName&&apMac}] Ethernet link down on [{currlface}]

Description

This event occurs when Ethernet link is down.

Ethernet link up

TABLE 259 Ethernet link up event

Event Ethernet link up

Event Type ethernetLinkUp

Event Code 9106

Severity Informational

Attribute “apMac”="xx:xx:xx:xx:xx:xx", currlface = "eth0"

Displayed on the web
interface

AP [{apName&&apMac}] Ethernet link up on [{currlface}]

Description

This event occurs when Ethernet link is up.

SIM switch

TABLE 260 SIM switch event

Event SIM switch
Event Type simSwitch
Event Code 9107

Severity Informational
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TABLE 260 SIM switch event (continued)

Event

SIM switch

Attribute

“apMac”="Xx:Xx:X)x:xx:xx:xx", currSim = "SIM 1"

Displayed on the web
interface

AP [{apName&&apMac}] Cellular connection switched to [{currSim}]

Description

This event occurs when SIM is switched.

Remote host blacklisted

TABLE 261 Remote host blacklisted event

Event Remote host blacklisted

Event Type remoteHostBlacklisted

Event Code 9108

Severity Informational

Attribute “apMac”="xx:xx:xx:xx:xx:xx", remotehosturl = "www.ruckus.wireless.com",

remotehostport = "8443"

Displayed on the web
interface

AP [{apName&&apMac}] Unable to reach [{remotehosturl}l/
[{remotehostport}] and hence blacklisted

Description

This event occurs when remote host is blacklisted.

SIM removal

TABLE 262 SIM removal event

Event SIM removal

Event Type simRemoval

Event Code 9109

Severity Major

Attribute “apMac”="Xx:XX:XX:Xx:xx:xx", currSim = "SIM 0"

Displayed on the web
interface

AP [{apName&&apMac}] [{currSim}] removed

Description

This event occurs when SIM is removed.

LTE network registration status

TABLE 263 LTE network registration status event

Event LTE network registration status

Event Type IteNetworkRegistrationStatus

Event Code 9110

Severity Informational

Attribute “apMac”="xx:xx:xxx:xx:xx:xx", currSim = "SIM 0", currNwRegStatus =

"Registered with home network"

Displayed on the web
interface

AP [{apName&&apMac}] [{currSim}] Cellular network status -
[{currNwRegStatus}]

Description

This event occurs whenever there is a change in the LTE network
registration status.
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LTE connection status

TABLE 264 LTE connection status event

Event LTE connection status

Event Type IteConnectionStatus

Event Code 9111

Severity Informational

Attribute “apMac”="xx:xxx:xx:xx:xx:xx", currSim = "SIM 0", currConnStatus = "3G"
Displayed on the web AP [{apName&&apMac}] [{currSim}] Cellular connection status -

interface [{currConnStatus}]

Description This event occurs whenever there is a change in the LTE connection status.

AP Authentication Events

Following are the events related to AP authentication.
* Radius server reachable on page 135
* Radius server unreachable on page 135
o LDAP server reachable on page 135
*  LDAP server unreachable on page 136
* AD server reachable on page 136
* AD server unreachable on page 136
*  Wechat ESP authentication server reachable on page 137
*  WeChat ESP authentication server unreachable on page 137
*  WeChat ESP authentication server resolvable on page 137
e  WeChat ESP authentication server unresolvable on page 138
*  WeChat ESP DNAT server reachable on page 138
e WeChat ESP DNAT server unreachable on page 138
o WeChat ESP DNAT server resolvable on page 139
*  WeChat ESP DNAT server unresolvable on page 139
e Authentication Attempts on page 139
* Authentication Unsuccessful on page 140
* Authentication Re-attempt on page 140
* Authentication 8021 on page 140
* AP Local Session Timeout on page 140
* AP Remote Session Timeout on page 141

* AP Interactive Session Termination on page 141
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Radius server reachable

TABLE 265 Radius server reachable event

Event
Event Type
Event Code
Severity
Attribute

Displayed on the web
interface

Description

Radius server reachable
radiusServerReachable
2101

Informational

apMac="xx:xx:xx:xx:xx:xx","ip"="17.0.0.12","fwVersion"="3.2.0.0.x","model"=
"ZF7982","zoneUUID"="f77a8816-3049-40cd-8484-82919275ddc3","zoneNa
me"="Default Zone","apLocation"=""

AP [{apName&&apMac}] is able to reach radius server [{ip}] successfully.

This event occurs when the AP is able to reach the RADIUS server
successfully.

Radius server unreachable

TABLE 266 Radius server unreachable event

Event
Event Type
Event Code
Severity
Attribute

Displayed on the web
interface

Description

Auto Clearance

Radius server unreachable

radiusServerUnreachable
2102
Major

apMac="xx:xx:xx:xx:xx:xx","ip"="17.0.0.12","fwVersion"="3.2.0.0.x","model"=
"ZF7982","zoneUUID"="f77a8816-3049-40cd-8484-82919275ddc3","zoneNa

me"="Default Zone","apLocation
AP [{apName&&apMac}] is unable to reach radius server [{ip}].

This event occurs when AP is unable to reach the RADIUS server.

This event triggers the alarm 2102, which is auto cleared by the event code
2101.

LDAP server reachable

TABLE 267 LDAP server reachable event

Event
Event Type
Event Code
Severity
Attribute

Displayed on the web
interface

Description

Ruckus SmartZone 100 and Virtual SmartZone Essentials Alarm and Event Reference Guide, 5.1.2

LDAP server reachable

IdapServerReachable
2121
Informational

apMac="xxxx:xx:xx:xx:xx","ip"="17.0.0.12","fwVersion"="3.2.0.0.x","model"=
"ZF7982","zoneUUID"="f77a8816-3049-40cd-8484-82919275ddc3","zoneNa
me"="Default Zone","apLocation"=""

AP [{apName&&apMac}] is able to reach LDAP server [{ip}] successfully.

This event occurs when the AP is able to reach the lightweight directory
access protocol (LDAP) server successfully.
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LDAP server unreachable

TABLE 268 LDAP server unreachable event

Event
Event Type
Event Code
Severity
Attribute

Displayed on the web
interface

Description

Auto Clearance

LDAP server unreachable
IdapServerUnreachable
2122

Major

apMac="xx:xx:xx:xx:xx:xx","ip"="17.0.0.12","fwVersion"="3.2.0.0.x","model"=
"ZF7982","zoneUUID"="f77a8816-3049-40cd-8484-82919275ddc3","zoneNa
me"="Default Zone","apLocation"=""

AP [{apName&&apMac}] is unable to reach LDAP server [{ip}].

This event occurs when the AP is unable to reach the LDAP server.

This event triggers the alarm 2122, which is auto cleared by the event code
2121.

AD server reachable

TABLE 269 AD server reachable event

Event
Event Type
Event Code
Severity
Attribute

Displayed on the web
interface

Description

AD server reachable
adServerReachable
2141

Informational

apMac="xx:xx:xx:xx:xx:xx","ip"="17.0.0.12","fwVersion"="3.2.0.0.x","model"=
"ZF7982","zoneUUID"="f77a8816-3049-40cd-8484-82919275ddc3","zoneNa
me"="Default Zone","apLocation"=""

AP [{apName&&apMac}] is able to reach AD server [{ip}].

This event occurs when AP is able to reach the active directory successfully.

AD server unreachable

TABLE 270 AD server unreachable event

Event
Event Type
Event Code
Severity
Attribute

Displayed on the web
interface

Description

Auto Clearance
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AD server unreachable

adServerUnreachable
2142
Major

apMac="xx:xxexx:xx:xx:xx","ip"="17.0.0.12","fwVersion"="3.2.0.0.x","model"=
"ZF7982","zoneUUID"="f77a8816-3049-40cd-8484-82919275ddc3","zoneNa
me"="Default Zone","apLocation"=""

AP [{apName&&apMac}] is unable to reach AD server [{ip}].

This event occurs when AP is unable able to reach the active directory.

This event triggers the alarm 2142, which is auto cleared by the event code
2141.
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Wechat ESP authentication server reachable

TABLE 271 Wechat ESP authentication server reachable event

Event Wechat ESP authentication server reachable

Event Type espAuthServerReachable

Event Code 2151

Severity Informational

Attribute "apMac"="xx:xx:xx:xx:xx:xx","ip"="17.0.0.12","profileld"="1","fwVersion"="3.

2.0.0.x","model"="ZF7982","zoneUUID"="f77a8816-3049-40cd-8484-829192
75ddc3","zoneName"="Default Zone","apLocation"=""

Displayed on the web
interface

AP [{apName&&apMac}] is able to reach WeChat ESP authentication server
[{ip}] successfully.

Description

This event occurs when AP successfully reaches WeChat ESP authentication
server.

WeChat ESP authentication server unreachable

TABLE 272 WeChat ESP authentication server unreachable event

Event WeChat ESP authentication server unreachable

Event Type espAuthServerUnreachable

Event Code 2152

Severity Major

Attribute "apMac"="xx:xx:xx:xx:xx:xx","ip"="17.0.0.12","profileld"="1","fwVersion"="3.

2.0.0.x","model"="2F7982","zoneUUID"="f77a8816-3049-40cd-8484-829192
75ddc3","zoneName"="Default Zone","apLocation"=""

Displayed on the web
interface

AP [{apName&&apMac}] is unable to reach WeChat ESP authentication
server [{ip}]

Description

This event occurs when AP fails to reach WeChat ESP authentication server.

Auto Clearance

This event triggers the alarm 2152, which is auto cleared by the event code
2151.

WeChat ESP authentication server resolvable

TABLE 273 WeChat ESP authentication server resolvable event

Event WeChat ESP authentication server resolvable

Event Type espAuthServerResolvable

Event Code 2153

Severity Informational

Attribute "apMac"="xx:xx:xx:xx:xx:xx","dn"="www.test.com","ip"="17.0.0.12","profileld

"="1","fwVersion"="3.2.0.0.x","model"="ZF7982","zoneUUID"="f77a8816-304
9-40cd-8484-82919275ddc3","zoneName"="Default Zone","apLocation"=""

Displayed on the web
interface

AP [{apName&&apMac}] is able to resolve WeChat ESP authentication
server domain name [{dn}] to [{ip}] successfully.

Description

This event occurs when AP successfully resolves WeChat ESP authentication
server domain name.
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WeChat ESP authentication server unresolvable

TABLE 274 WeChat ESP authentication server unresolvable event

Event WeChat ESP authentication server unresolvable

Event Type espAuthServerUnResolvable

Event Code 2154

Severity Major

Attribute "apMac"="xx:xx:xx:xx:xx:xx","dn"="www.test.com","profileld"="1","fwVersion

"="3.2.0.0.x","model"="ZF7982","zoneUUID"="f77a8816-3049-40cd-8484-82
919275ddc3","zoneName"="Default Zone","apLocation"=""

Displayed on the web
interface

AP [{apName&&apMac}] is unable to resolve WeChat ESP authentication
server domain name [{dn}] to IP.

Description

This event occurs when AP fails to resolves WeChat ESP authentication
server domain name.

Auto Clearance

This event triggers the alarm 2154, which is auto cleared by the event code
2153.

WeChat ESP DNAT server reachable

TABLE 275 WeChat ESP DNAT server reachable event

Event WeChat ESP DNAT server reachable

Event Type espDNATServerReachable

Event Code 2161

Severity Informational

Attribute "apMac"="xx:xx:xx:xx:xx:xx","ip"="17.0.0.12","profileld"="1","fwVersion"="3.

2.0.0.x","model"="ZF7982","zoneUUID"="f77a8816-3049-40cd-8484-829192
75ddc3","zoneName"="Default Zone","apLocation"=""

Displayed on the web
interface

AP [{apName&&apMac}] is able to reach WeChat ESP DNAT server [{ip}]
successfully.

Description

This event occurs when AP successfully able to reach WeChat ESP DNAT
server.

WeChat ESP DNAT server unreachable

TABLE 276 WeChat ESP DNAT server unreachable event

Event WeChat ESP DNAT server unreachable

Event Type espDNATServerUnreachable

Event Code 2162

Severity Major

Attribute "apMac"="xx:xx:xx:xx:xx:xx","ip"="17.0.0.12","profileld"="1","fwVersion"="3.

2.0.0.x","model"="ZF7982","zoneUUID"="f77a8816-3049-40cd-8484-829192
75ddc3","zoneName"="Default Zone","apLocation"=""

Displayed on the web
interface

AP [{apName&&apMac}] is unable to reach WeChat ESP DNAT server [{ip}].

Description

This event occurs when AP fails to reach WeChat ESP DNAT server.

Auto Clearance

This event triggers the alarm 2162, which is auto cleared by the event code
2161.
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WeChat ESP DNAT server resolvable

TABLE 277 WeChat ESP DNAT server resolvable event

Event WeChat ESP DNAT server resolvable

Event Type espDNATServerResolvable

Event Code 2163

Severity Informational

Attribute "apMac"="xx:xx:xx:xx:xx:xx","dn"="www.test.com","ip"="17.0.0.12","profileld

"="1" "fwVersion"="3.2.0.0.x","model"="ZF7982","zoneUUID"="f77a8816-304
9-40cd-8484-82919275ddc3", "zoneName"="Default Zone","apLocation"=""

Displayed on the web
interface

AP [{apName&&apMac}] is able to resolve WeChat ESP DNAT server
domain name [{dn}] to [{ip}] successfully.

Description

This event occurs when AP successfully resolve WeChat ESP DNAT server
domain name.

WeChat ESP DNAT server unresolvable

TABLE 278 WeChat ESP DNAT server unresolvable event

Event WeChat ESP DNAT server unresolvable

Event Type espDNATServerUnresolvable

Event Code 2164

Severity Major

Attribute "apMac"="xx:xx:xx:xx:xx:xx","dn"="www.test.com","profileld"="1","fwVersion

"="3.2.0.0.x","model"="ZF7982","zoneUUID"="f77a8816-3049-40cd-8484-82
919275ddc3","zoneName"="Default Zone","apLocation"=""

Displayed on the web
interface

AP [{apName&&apMac}] is unable to resolve WeChat ESP DNAT server
domain name [{dn}] to IP.

Description

This event occurs when AP fails to resolve WeChat ESP DNAT server domain
name.

Auto Clearance

This event triggers the alarm 2164, which is auto cleared by the event code
2163.

Authentication Attempts

TABLE 279 Authentication attempt event

Event Authentication Attempts
Event Type Auth Attempts

Event Code 99005

Severity Informational

Attribute “apMac”="XXXX XX XX XX XX

Displayed on the web
interface

Number of failed attempts to switch to trusted channel, AP: [{apMac}].

Description

Number of failed attempts to switch to trusted channel

Ruckus SmartZone 100 and Virtual SmartZone Essentials Alarm and Event Reference Guide, 5.1.2
Part Number: 800-72349-001 Rev A

Events Types
AP Authentication Events

139



Events Types

AP Authentication Events

Authentication Unsuccessful

TABLE 280 Authentication unsuccessful event

Event Authentication Unsuccessful
Event Type authUnsucces

Event Code 99006

Severity Informational

Attribute “apMac”="XXXX XX XX XX XX

Displayed on the web
interface

User had tried maximum number of unsuccessful login attempts, AP:
[{apMac}].

Description

The event shows when User had tried maximum number of unsuccessful
login attempts.

Authentication Re-attempt

TABLE 281 Authentication re-attempt event

Event Authentication Re-attempt
Event Type authReauth

Event Code 99007

Severity Informational

Attribute “apMac”="XX XX XX XX XX XX

Displayed on the web
interface

AP [{apMac}] is blocked and waited for specified amount of time before
getting login prompt.

Description

The event occurs once the use is blocked and waited for specified amount
of time before getting login prompt.

Authentication 8021

TABLE 282 Authentication 8021 client event

Event Authentication Unsuccessful
Event Type auth8021xClient

Event Code 99008

Severity Informational

Attribute “apMac”="XX XX XX XX XX XX

Displayed on the web
interface

Receiving data frame before client is authorized, AP: [{apMac}].

Description

The event show when receiving Data frame before client is authorized.

AP Local Session Timeout

TABLE 283 AP local session timeout event

Ruckus SmartZone 100 and Virtual SmartZone Essentials Alarm and Event Reference Guide, 5.1.2

Event AP Local Session Timeout
Event Type apLocalSessionTimeout
Event Code 99015
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TABLE 283 AP local session timeout event (continued)

Event AP Local Session Timeout
Severity Informational
Attribute “apMac’="XXXX XX XX XX XX

Displayed on the web
interface

Local AP [{apMac}] session terminates due to session timeout.

Description

This event occurs when local AP session terminates due to session timeout.

AP Remote Session Timeout

TABLE 284 AP Remote session timeout event

Event AP Remote session timeout
Event Type apRemoteSessionTimeout
Event Code 99016

Severity Informational

Attribute “apMac’="XX XX XX XX XX XX

Displayed on the web
interface

Remote AP [{apMac}] session terminates due to session timeout.

Description

This event occurs when Remote AP session terminates due to session
timeout.

AP Interactive Session Termination

TABLE 285 AP Interactive Session Termination event

Event AP Interactive Session Termination
Event Type aplInteractiveSessionTerm

Event Code 99017

Severity Informational

Attribute “apMac”="XX:XX XX XX XX XX

Displayed on the web
interface

User-initiated termination of an interactive AP [{apMac}] session.

Description

This event occurs on user-initiated termination of an interactive AP session.

AP USB Events

Following are the events related to AP USB (Universal Serial Bus).

* AP USB software package downloaded on page 142

* AP USB software package download failed on page 142
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AP USB software package downloaded

TABLE 286 AP USB software package downloaded event

Event AP USB software package downloaded

Event Type apUsbSoftwarePackageDownloaded

Event Code 370

Severity Informational

Attribute “apMac="xx:xx:xx:xx:xx:xx", “usbSoftwareName="19d2-fff5(v1.0)"

Displayed on the web
interface

AP [{apName&&apMac}] downloaded USB software package
[{usbSoftwareName}] successfully.

Description

This event occurs when AP successfully downloads its USB software
package.

AP USB software package download failed

TABLE 287 AP USB software package download failed event

Event AP USB software package download failed

Event Type apUsbSoftwarePackageDownloadFailed

Event Code 371

Severity Major

Attribute apMac="xx:xx:xx:xx:xx:xx", usbSoftwareName="19d2-fff5(v1.0)"

Displayed on the web
interface

AP [{apName&&apMac}] failed to download USB software package
[{usbSoftwareName}]

Description

This event occurs when the AP fails to download its USB software package.

Authentication Events

The following are the events related to authentication.

e Authentication server not reachable on page 143

* Authentication failed over to secondary on page 143

* Authentication fallback to primary on page 143

o AD/LDAP connected successfully on page 144

o AD/LDAP connectivity failure on page 144
*  Bind fails with AD/LDAP on page 144

*  Bind success with LDAP, but unable to find clear text password for the user on page 145

*  RADIUS fails to connect to AD NPS server on page 145

*  RADIUS fails to authenticate with AD NPS server on page 145

o Successfully established the TLS tunnel with AD/LDAP on page 146
*  Fails to establish TLS tunnel with AD/LDAP on page 146
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Authentication server not reachable

TABLE 288 Authentication server not reachable event

Event
Event Type
Event Code
Severity
Attribute

Displayed on the web
interface

Description

Authentication server not reachable
authSrvrNotReachable

1601

Major

“mvnold”=12 “ctrIBladeMac"="aa:bb:cc:dd:ee:ff" “srcProcess"="radiusd”
“realm”="wlan.mnc080.mcc405.3gppnetwork.org" “radProxylp"="7.7.7.7"
“authSrvrip"="20.20.20.20" "SZMgmtlp"="2.2.2.2"

Authentication Server [{authSrvrlp}] not reachable from Radius Proxy
[{radProxylp}] on {produce.short.name} [{SZMgmtIp}]

This event occurs when the authentication fails since the primary or
secondary servers is not reachable.

Authentication failed over to secondary

TABLE 289 Authentication failed over to secondary event

Event
Event Type
Event Code
Severity
Attribute

Displayed on the web
interface

Description

Authentication failed over to secondary

authFailedOverToSecondary

1651

Major

“mvnold”=12 “ctrIBladeMac"="aa:bb:cc:dd:ee:ff" “srcProcess"="radiusd”

“realm”="wlan.mnc080.mcc405.3gppnetwork.org" “radProxylp"="7.7.7.7"
“primary"="20.20.20.20" “secondary”="30.30.30.30" "SZMgmtlp"="2.2.2.2"

Radius Server Failed Over from Primary [{primary}] to Secondary
[{secondary}] on Radius Proxy [{radProxylp}] on {produce.short.name}
[{SZMgmtip}]

This event occurs when the secondary authentication RADIUS server is
available after the primary server becomes zombie or dead.

Authentication fallback to primary

TABLE 290 Authentication fallback to primary event

Event
Event Type
Event Code
Severity
Attribute

Displayed on the web
interface

Description

Authentication fallback to primary
authFallbackToPrimary

1652

Major

“mvnold”=12 “ctrIBladeMac"="aa:bb:cc:dd:ee:ff" “srcProcess"="radiusd"
“realm”= "wlan.mnc080.mcc405.3gppnetwork.org" “radProxylp"="7.7.7.7"
“primary"="20.20.20.20" “secondary”="30.30.30.30" "SZMgmtlp"="2.2.2.2"

Radius Server Fallback to Primary [{primary}] from Secondary [{secondary}]
on Radius Proxy [{radProxylp}] on {produce.short.name} [{SZMgmtIp}]

This event occurs when the automatic fallback is enabled. The
authentication failover to secondary server has occurred, the revival timer
for primary server has expired and the requests falls back to the primary
server.
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AD/LDAP connected successfully

TABLE 291 AD/LDAP connected successfully event

Event AD/LDAP connected successfully

Event Type racADLDAPSuccess

Event Code 1751

Severity Debug

Attribute “ctriBladeMac"="aa:bb:cc:dd:ee:ff", “mvnold”=12, “srcProcess"="RAC",

“authSrvrlp”="1.1.1.1"

"SZMgmtlp"="2.2.2.2", “desc"="Successful connection to AD/LDAP”

Displayed on the web
interface

[{srcProcess}] Connect to AD/LDAP[{authSrvrip}] successfully from
SCG[{SZMgmtlp}]

Description

This event occurs when RADIUS connection to AD/LDAP server is
successful.

AD/LDAP connectivity failure

TABLE 292 AD/LDAP connectivity failure event

Event AD/LDAP connectivity failure

Event Type racADLDAPFail

Event Code 1752

Severity Major

Attribute “ctrlBladeMac"="aa:bb:cc:dd:ee:ff", “mvnold”=12, “srcProcess"="RAC",

“authSrvrip"="1.1.1.1", "SZMgmtIp"="2.2.2.2"
“desc”="Connection to AD/LDAP fails"

Displayed on the web
interface

[{srcProcess}] Connect to AD/LDAP[{authSrvrip}] fails from
SCG[{SZMgmtlIp}]

Description

This event occurs when RADIUS fails to connect to AD/LDAP server.

Bind fails with AD/LDAP

TABLE 293 Bind fails with AD/LDAP event

Event Bind fails with AD/LDAP

Event Type racADLDAPBindFail

Event Code 1753

Severity Major

Attribute “ctriBladeMac"="aa:bb:cc:dd:ee:ff", “mvnold”=12, “srcProcess"="RAC",

“authSrvrlp”=“1.1.1.1", “username”="testuser’

"SZMgmtlp"="2.2.2.2", "desc”"="Bind to AD/LDAP fails"

Displayed on the web
interface

[{srcProcess}] Bind to AD/LDAP[{authSrvrip}] fails from SCG[{SZMgmtIp}]

for User[{userName}]

Description

This event occurs when RADIUS binding fails to AD/LDAP server.
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Bind success with LDAP, but unable to find clear text password for

the user
TABLE 294 Bind success with LDAP, but unable to find clear text password for the user
event
Event Bind success with LDAP but unable to find clear text password for the user
Event Type racLDAPFailToFindPassword
Event Code 1754
Severity Major
Attribute “ctriBladeMac"="aa:bb:cc:dd:ee:ff", “mvnold”=12, “srcProcess"="RAC",

“authSrvrip"="1.1.1.1", “username”= “testuser’

"SZMgmtlp"="2.2.2.2", “desc"="Fail to find password"

Displayed on the web
interface

[{srcProcess}] failed to find password from LDAP [{authSrvrip}] for
SCG[{SZMgmtlIp}] for User[{userName}]

Description

This event occurs when binding is successful with LDAP using root
credential but is unable to retrieve the clear text password for the user.

RADIUS fails to connect to AD NPS server

TABLE 295 RADIUS fails to connect to AD NPS server event

Event RADIUS fails to connect to AD NPS server

Event Type racADNPSFail

Event Code 1755

Severity Major

Attribute “ctrIBladeMac"="aa:bb:cc:dd:ee:ff”, “mvnold”=12, “srcProcess"="RAC",

“authSrvrlp”="1.1.1.1", “"username"="testuser’

"SZMgmtlp"="2.2.2.2", “desc"= "Fails to connect to AD NPS server”

Displayed on the web
interface

[{srcProcess}] Fails to connect to AD NPS [{authSrvrip}] from
SCG[{SZMgmtlp}]

Description

This event occurs when RADIUS fails to connect to AD NPS server.

RADIUS fails to authenticate with AD NPS server

TABLE 296 RADIUS fails to authenticate with AD NPS server event

Event RADIUS fails to authenticate with AD NPS server

Event Type racADNPSFailToAuthenticate

Event Code 1756

Severity Major

Attribute “ctrlBladeMac"="aa:bb:cc:dd:ee:ff", “mvnold”=12, “srcProcess"="RAC",

“authSrvrlp”="1.1.1.1", “"username"="testuser’

"SZMgmtlp"="2.2.2.2", “desc"="Fails to authenticate with AD NPS"

Displayed on the web
interface

[{srcProcess}] Fails to authenticate AD NPS[{authSrvrip}] on SCG
[{SZMgmtlp}] for User[{userName}]

Description

This event occurs when RADIUS fails to authenticate with AD NPS server.
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NOTE

Refer to Authentication Alarms on page 41.

Successfully established the TLS tunnel with AD/LDAP

TABLE 297 Successfully established the TLS tunnel with AD/LDAP event

Event Successfully established the TLS tunnel with AD/LDAP

Event Type racADNPSFailToAuthenticate

Event Code 1761

Severity Debug

Attribute "ctriBladeMac"="aa:bb:cc:dd:ee:ff", "mvnold"=12, "srcProcess"="radiusd",

"authSrvrip"="1.1.1.1", "authSrvrPort"="636" "SCGMgmtlp"="2.2.2.2",
"desc"="Successfully established TLS Tunnel with LDAP/AD"

Displayed on the web
interface

[{srcProcess}] Established the TLS connection with AD/LDAP[{authSrvrip}]
successfully from SCG[{SCGMgmtIp}]

Description

This event occurs when the TLS connection between the controller and AD/
LDAP is successfully established.

Fails to establish TLS tunnel with AD/LDAP

TABLE 298 Fails to establish TLS tunnel with AD/LDAP event

Event Fails to establish TLS tunnel with AD/LDAP

Event Type racADLDAPTLSFailed

Event Code 1762

Severity Major

Attribute “ctriBladeMac"="aa:bb:cc:dd:ee:ff"”, “mvnold”=12 “srcProcess"="radiusd",

“authSrvrlp”="1.1.1.1" “authSrvrPort"="636", “SCGMgmtlp"“="2.2.2.2"
“desc"="Fails to establish TLS Tunnel with LDAP/AD"

Displayed on the web
interface

[{srcProcess}] Establishes the TLS connection with AD/LDAP[{authSrvrip}]
fails from SCG[{SCGMgmtIp}]

Description

This event occurs when the TLS connection between the controller and AD/
LDAP fails.

Auto Clearance

This event triggers the alarm 1762, which is auto cleared by the event code
1761.

NOTE

Refer to Authentication Alarms on page 41

Authorization Events

Following are the events related to authorization (DM/CoA).

* DM received from AAA on page 147

* DM NACK sent to AAA on page 147

* DM sentto NAS on page 147

* DM NACK received from NAS on page 148
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o CoAreceived from AAA on page 148
* CoA NACK sent to AAA on page 148
* CoAsent NAS on page 149

* CoANAK received NAS on page 149

o CoA authorize only access reject on page 150
*  CoARWSG MWSG notification failure on page 150

DM received from AAA

TABLE 299 DM received from AAA event

Event DM received from AAA

Event Type dmRcvdAAA

Event Code 1641

Severity Debug

Attribute "mvnold"="2" "ctrlBladeMac"="aa:bb:cc:dd:ee:ff" "srcProcess"="radius"

"userName"="user name" "radSrvrlp"="7.7.7.7"
"rmtRadSrvrip"="40.40.40.40" " {produce.short.name}Mgmtlp"="2.2.2.2"

Displayed on the web
interface

RADIUS DM received by RAC [{radSrvrip}] from AAA [{rmtRadSrvrlp}] for
[{userName}]

Description

This event occurs when the radio access controller (RAC) receives a
disconnected message from the AAA server.

DM NACK sent to AAA

TABLE 300 DM NACK sent to AAA event

Event DM NACK sent to AAA

Event Type dmNackSntAAA

Event Code 1642

Severity Debug

Attribute “mvnold”="2" “ctrIBladeMac”="aa:bb:cc:dd:ee:ff" “srcProcess"="radius”

n_n

“userName"="user name" “radSrvrlp"="7.7.7.7"
"rmtRadSrvrlp"="40.40.40.40" "SZMgmtIp"="2.2.2.2"

Displayed on the web
interface

RADIUS DM NACK sent by RAC [{radSrvrip}] to AAA [{rmtRadSrvrip}] for
[{userName}]

Description

This event occurs when RAC sends a disconnected not acknowledged
message to the AAA server.

DM sent to NAS

TABLE 301 DM sent to NAS event

Event DM sent to NAS
Event Type dmSntNAS
Event Code 1643

Severity Debug
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TABLE 301 DM sent to NAS event (continued)
Event DM sent to NAS

Attribute “mvnold”"="2" “ctrIBladeMac"="aa:bb:cc:dd:ee:ff" “srcProcess"="radius"
“userName"="user name" “radSrvrlp"="7.7.7.7" "naslp"="40.40.40.40"
"SZMgmtlp"="2.2.2.2"

Displayed on the web RADIUS DM sent to NAS [{rmtRadSrvrip}] by RAC [{radSrvrip}] for
interface [{userName}]
Description This event occurs when RAC sends a disconnected message to the network

access server [proxy of received disconnected message or the disconnected
message as initiated by the controller].

DM NACK received from NAS

TABLE 302 DM NACK received from NAS event

Event DM NACK received from NAS

Event Type dmNackRcvdNAS

Event Code 1644

Severity Debug

Attribute “mvnold”="2" “ctrlBladeMac"="aa:bb:cc:dd:ee:ff" “srcProcess"="radius"”

“userName"="user name" “radSrvrlp"="7.7.7.7" "naslp"="40.40.40.40"
"SZMgmtlp"="2.2.2.2", "cause"=""

Displayed on the web RADIUS DM NACK received by RAC [{radSrvrip}] from NAS [{naslp}] for
interface [{userName}]
Description This event occurs when the radio access control receives disconnect

message, which is not acknowledged from the NAS server.

CoA received from AAA

TABLE 303 CoA received from AAA event

Event CoA received from AAA

Event Type coaRcvdAAA

Event Code 1645

Severity Debug

Attribute “mvnold”="2" “ctrIBladeMac"="aa:bb:cc:dd:ee:ff" “srcProcess"="radius"”

“userName"="user name" “radSrvrlp"="7.7.7.7"
"rmtRadSrvrip"="40.40.40.40" "SZMgmtlp"="2.2.2.2"

Displayed on the web RADIUS CoA received by RAC [{radSrvrip}] from AAA [{rmtRadSrvrlp}] for
interface [{userName}]
Description This event occurs when radio access control receives a change of

authorization message from the AAA server.

CoA NACK sent to AAA

TABLE 304 CoA NACK sent to AAA event
Event CoA NACK sent to AAA

Event Type coaNackSntAAA
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TABLE 304 CoA NACK sent to AAA event (continued)

Event
Event Code
Severity
Attribute

Displayed on the web
interface

Description

CoA sent NAS

CoA NACK sent to AAA
1646
Debug

“mvnold”="2" “ctrIBladeMac"="aa:bb:cc:dd:ee:ff" “srcProcess"="radius"
“userName"="user name" “radSrvrlp"="7.7.7.7"
"rmtRadSrvrip"="40.40.40.40" "SZMgmtlp"="2.2.2.2"

RADIUS CoA NACK sent by RAC [{radSrvrip}] to AAA [{rmtRadSrvrip}] for
[{userName}]

This event occurs when radio access control sends a change of
authorization, not acknowledged to the AAA server.

TABLE 305 CoA sent NAS event

Event
Event Type
Event Code
Severity
Attribute

Displayed on the web
interface

Description

CoA sent NAS
coaSentNas
1647

Debug

“mvnold”="12" “ctrIBladeMac"="aa:bb:cc:dd:ee:ff" “srcProcess"="radiusd"
“userName"="abc@xyz.com” “radSrvrlp”"="1.1.1.1" “naslp"="3.3.3.3"
"SZMgmtlp"="2.2.2.2"

CoA requests proxied/forwarded to NAS(AP) [{nasIp}].

This event occurs when the controller forwards/proxy of change of
authorization to the NAS server.

CoA NAK received NAS

TABLE 306 CoA NAK received NAS event

Event
Event Type
Event Code
Severity
Attribute

Displayed on the web
interface

Description

CoA NAK received NAS

coaNakRcvdNas
1648
Debug

“mvnold”="12" “ctrIBladeMac"="aa:bb:cc:dd:ee:ff" “srcProcess"="radiusd"
“userName"="abc@xyz.com” “radSrvrip”"="1.1.1.1" “naslp”="3.3.3.3"
"SZMgmtlp"="2.2.2.2"

CoA NAK received from NAS(AP) for forwarded/proxied CoA [{radSrvrip}]

This event occurs when a change of authorization, not acknowledged is
received from the NAS server.
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CoA authorize only access reject

TABLE 307 CoA authorize only access reject event

Event CoA authorize only access reject

Event Type coaAuthorizeOnlyAccessReject

Event Code 1649

Severity Critical

Attribute “mvnold”="12" “wlanld"="1" “zoneld"="10" “ctrIBladeMac"="aa:bb:cc:dd:ee:ff"

“srcProcess”="radiusd" “userName"="abc@xyz.com”
“realm”= "wlan.mnc080.mcc405.3gppnetwork.org" "SZMgmtlp"="2.2.2.2"
“apType” = " "ueMacAddr"="aa:bb:cc:gg:hh:ii” "rmtRadSrvrip"="40.40.40.40"

Displayed on the web
interface

CoA Authorize Only unsuccessful for AAA Server [rmtRadSrvrlp] for UE
[ueMacAddr]

Description

This event occurs when the change of authorization is rejected.

CoA RWSG MWSG notification failure

TABLE 308 CoA RWSG MWSG notification failure event

Event CoA RWSG MWSG noatification failure

Event Type coaRWSGMWSGNotifFailure

Event Code 1650

Severity Major

Attribute mvnold”=12 “wlanld"=1 “zoneld"="10" “ctrIBladeMac"="aa:bb:cc:dd:ee:ff"

“srcProcess"="radiusd” “userName"=abc@xyz.com
“realm”="wlan.mnc080.mcc405.3gppnetwork.org" "SZMgmtlp"="2.2.2.2"
“apType” = “ “ueMacAddr"="aa:bb:cc:gg:hh:ii"

Displayed on the web
interface

Session Modify MWSG-RWSG Notification Failure/No response received

Description

This event occurs when the change of authorization in RADIUS /metro
wireless service gateway notification fails.

Control and Data Plane Interface Events

Following are the events related to control and data plane events.

e DP connected on page 151

* GtpManager (DP) disconnected on page 151

* Session updated at DP on page 151

* Session update at DP failed on page 152

* Session deleted at DP on page 152

* Session delete at DP failed on page 152

e (C2d configuration failed on page 153
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TABLE 309 DP connected event

Event
Event Type
Event Code
Severity
Attribute

Displayed on the web
interface

Description

DP connected
connectedToDblade
1201

Informational

“ctriBladeMac"="aa:bb:cc:dd:ee:ff" “srcProcess"="aut” “realm”="NA"
“ctrIBladelp”="1.1.1.1" "dataBladelp"="3.3.3.3" "SZMgmtlp"="2.2.2.2"

The connectivity between Control plane [{ctrIBladelp}] and Data plane
[{dataBladelp}] is established at {produce.short.name} [{SZMgmtIp}]

This event occurs when data plane successfully completes the
configuration procedure.

GtpManager (DP) disconnected

TABLE 310 GtpManager (DP) disconnected event

Event
Event Type
Event Code
Severity
Attribute

Displayed on the web

interface

Description

Auto Clearance

GtpManager (DP) disconnected
lostCnxnToDblade

1202

Major

“ctrIBladeMac"="aa:bb:cc:dd:ee:ff" “srcProcess”="aut” “realm”="NA"
“ctriBladelp”="1.1.1.1" "dataBladelp"="3.3.3.3" "SZMgmtlp"="2.2.2.2"

The connectivity between Control plane [{ctrIBladelp}] and Data plane
[{dataBladelp}] is lost at {produce.short.name} [{SZMgmtip}]

This event occurs when either the transmission control protocol connection
is lost or when the control plane is unable to complete the configuration
procedure.

This event triggers the alarm 1202, which is auto cleared by the event code
1201.

Session updated at DP

TABLE 311 Session updated at DP event

Event
Event Type
Event Code
Severity
Attribute

Displayed on the web
interface

Description

Session updated at DP

sessUpdatedAtDblade
1205
Debug

“mvnold”="12" “wlanld"="1" “zoneld"="10" “ctrIBladeMac"="aa:bb:cc:dd:ee:ff"
“srcProcess”="aut” “realm”="realm sent by UE" “ctrIBladelp”="1.1.1.1"
"dataBladelp"="3.3.3.3" "SZMgmtlp"="2.2.2.2"
“ueMacAddr”="aa:bb:cc:gg:hh:ii” “uelmsi”="12345" “ueMsisdn"="98787"

TTG/PDG session for UE with IMSI [{uelmsi}] and MSISDN [{ueMsisdn}] has
been updated at Data plane [{dataBladelp}] by Control plane [{ctrIBladelp}]
at {produce.short.name} [{SZMgmtIp}]

This event occurs when the session updates the request (C-D-SESS-UPD-
REQ) successfully.
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Session update at DP failed

TABLE 312 Session update at DP failed event

Event
Event Type
Event Code
Severity
Attribute

Displayed on the web
interface

Description

Session update at DP failed

sessUpdateErrAtDblade

1206

Debug

“mvnold”="12", “wlanld"="1", “ctrIBladeMac"="aa:bb:cc:dd:ee:ff",
“srcProcess”="aut”, “zoneld"="10", “realm”="realm sent by UE",

“ctrlBladelp”="1.1.1.1", "dataBladelp"="3.3.3.3",
" {produce.short.name}Mgmtlp"="2.2.2.2", “ueMacAddr”="aa:bb:cc:gg:hh:ii",

“uelmsi’="12345", “"ueMsisdn"="98787"

TTG/PDG session for UE with IMSI [{uelmsi}] and MSISDN [{ueMsisdn}] has
failed to update at Data plane [{dataBladelp}] by Control plane
[{ctrIBladelp}] at {produce.short.name} [{SZMgmtIp}]

This event occurs when the session update request fails (C-D-SESS-UPD-
REQ). This is either due to a request timeout or a failed response.

Session deleted at DP

TABLE 313 Session deleted at DP event

Event
Event Type
Event Code
Severity
Attribute

Displayed on the web
interface

Description

Session deleted at DP

sessDeletedAtDblade
1207

Debug

“mvnold”="12" “wlanld"="1" “zoneld"="10" “ctrIBladeMac"="aa:bb:cc:dd:ee:ff"
“srcProcess"="aut” “realm”="realm sent by UE" “ctrIBladelp”="1.1.1.1"
"dataBladelp"="3.3.3.3" "SZMgmtlp"="2.2.2.2"
“ueMacAddr”="aa:bb:cc:gg:hh:ii” “uelmsi”="12345" “ueMsisdn"="98787"

TTG/PDG session for UE with IMSI [{uelmsi}] and MSISDN [{ueMsisdn}] has
been deleted from Data plane [{dataBladelp}] by Control plane
[{ctrIBladelp}] at {produce.short.name} [{SZMgmtIp}]

This event occurs when the session deletes request (C-D-SESS-DEL-REQ) is
successfully acknowledged.

Session delete at DP failed

TABLE 314 Session delete at DP failed event

Event
Event Type
Event Code
Severity
Attribute

152

Session delete at DP failed

sessDeleteErrAtDblade
1208
Debug

“mvnold”="12" “wlanld"="1" “zoneld"="10" “ctrIBladeMac"="aa:bb:cc:dd:ee:ff"
“srcProcess”="aut” “realm”="realm sent by UE" “ctrIBladelp”="1.1.1.1"
"dataBladelp"="3.3.3.3" "SZMgmtlp"="2.2.2.2"
“ueMacAddr’="aa:bb:cc:gg:hh:ii” “uelmsi”="12345" “ueMsisdn"="98787"
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TABLE 314 Session delete at DP failed event (continued)

Event

Session delete at DP failed

Displayed on the web
interface

TTG/PDG session for UE with IMSI [{uelmsi}] and MSISDN [{ueMsisdn}] has
failed to delete from Data plane [{dataBladelp}] by Control plane
[{ctrIBladelp}] at {produce.short.name} [{SZMgmtlp}]

Description

This event occurs when the session delete request (C-D-SESS-DEL-REQ)
results in a timeout or a failed response.

C2d configuration failed

TABLE 315 C2d configuration failed event

Event C2d configuration failed

Event Type c2dCfgFailed

Event Code 1209

Severity Warning

Attribute “ctriBladeMac"="aa:bb:cc:dd:ee:ff" “srcProcess"="aut” “realm"="NA"

“ctriBladelp”="1.1.1.1" "dataBladelp"="3.3.3.3" "SZMgmtIp"="2.2.2.2"
“cause”="<what was configured>"

Displayed on the web
interface

Configuration [{cause}] from Control plane [{ctrIBladelp}] failed to apply on
Data plane [{dataBladelp}] at {produce.short.name} [{SZMgmtIp}]

Description

This event occurs when the configuration request (C-D-CFG-REQ) results in
a timeout or a failed response.

NOTE

Refer to Control and Data Plane Interface Alarms on page 46.

Client Events

All client events from the AP will be appended with tenant ID ("tenantUUID":"xxxxx"). Following are the events related to clients.

* Client authentication failed on page 154

* Clientjoined on page 155

e Client failed to join on page 155

e Client disconnected on page 155

* Client connection timed out on page 156

e  Client authorization successfully on page 156

e Client authorization failed on page 156

* Client session expired on page 157

* Clientroaming on page 157

e Clientlogged out on page 157

e Clientroaming disconnected on page 158

* Client blocked on page 158

e Client grace period on page 158

* Onboarding registration succeeded on page 159

*  Onboarding registration failed on page 159
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* Remediation succeeded on page 159

* Remediation failed on page 160

*  Force DHCP disconnected on page 160

* WDS device joined on page 160

e WDS device left on page 161

e Clientis blocked because of barring UE rule on page 161

* Clientis unblocked by barring UE rule on page 161

o Start CALEA mirroring client on page 162

e Stop CALEA mirroring client on page 162

*  Wired client joined on page 162

*  Wired client failed to join on page 163

*  Wired client disconnected on page 163

e Wired client authorization successfully on page 163

*  Wired client session expired on page 164

* Application identified on page 164

* Application denied on page 164

e URLfiltering server unreachable on page 165

* URLfiltering server reachable on page 165

*  Packet spoofing detected on page 166

o Packet spoofing detected on page 165

*  Packet spoofing detected on page 166

*  Packet spoofing detected on page 166

Client authentication failed

TABLE 316 Client authentication failed event

Event Client authentication failed

Event Type clientAuthFailure

Event Code 201

Severity Informational

Attribute "apMac"="xx:xx:xx:xx:xx:xx", "clientMac"="xx:Xx:xx:xXx:xx:xx", "ssid"="xxxxx",

non n_mn "o

"wlanld"="xxxxx", "userName"="xxxxx",“userld"="uuid"

Displayed on the web
interface

Client [{userName]| |IP| | clientMac}] failed to join WLAN [{ssid}] from AP
[{apName&&apMac}] due to authentication failure.

Description

This event occurs when the client fails to join WLAN on the AP due to an
authentication failure.
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Client joined

TABLE 317 Client joined event

Event
Event Type
Event Code
Severity
Attribute

Displayed on the web
interface

Description

Client joined
clientjoin

202
Informational

“apMac”="xx:xx:xx:xx:xx:xx", “clientMac”="xx:xx:xx:xx:xx:xx", “ssid"="xxxxx",

nou "o "o

“wlanld”="xxxxx", “userName"="xxxxx", “clientlP"="x.x.x.x", “userld"="uuid"

Client [{userName]| |IP| | clientMac}] joined WLAN [{ssid}] from AP
[{apName&&apMac}].

This event occurs when the client session joins the WLAN on AP.

Client failed to join

TABLE 318 Client failed to join event

Event
Event Type
Event Code
Severity
Attribute

Displayed on the web
interface

Description

Client failed to join

clientjoinFailure
203
Informational

“apMac”="XxX:XX:XX:XX:XX:XX", “clientMac”="xx:xxX:XX:XX:xx:Xx", “ssid"="xxxxx",

“wlanld”="xxxxx", “userName"="xxxxx", “userld”"="uuid"

Client [{userName]| |IP| | clientMac}] failed to join WLAN [{ssid}] from AP
[{apName&&apMac}].

This event occurs when the client fails to connect to the WLAN on the AP.

Client disconnected

TABLE 319 Client disconnected event

Event
Event Type
Event Code
Severity
Attribute

Displayed on the web
interface

Description

Client disconnected

clientDisconnect
204
Informational

"apMac"="xx:xXX:xx:xx:xx:xx", "clientMac"="xx:XX:XX:XX:Xx:XX", “ssid"="xxxxx",

" ou

“assoicationTime"="600", “wlanld”"="xxxxx", “userName"="xxxxx",

“clientIP"="x.x.x.x", “apName"="", “apLocation”="", “username”="",
“osType"="", “radio”="", “vlanld"="", “sessionDuration"="", “txBytes"="",
“rxBytes"="", “rssi"="", “receivedSignalStrength”="", “apGps"="",
“hostname”="", “encryption”="", “disconnectReason"="", “bssid"="",

“userld"="uuid"

Client [{userName]| |IP| | clientMac}] disconnected from WLAN [{ssid}] on
AP [{apName&&apMac}]

This event occurs when the client disconnects from WLAN on AP.
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Client connection timed out

TABLE 320 Client connection timed out event

Event Client connection timed out

Event Type clientlnactivityTimeout

Event Code 205

Severity Informational

Attribute "apMac"="xx:xx:xx:xx:xx:xx", "clientMac"="xx:xx:xx:xx:xx:xx", "ssid"="xxxxx",

"assoicationTime"="600", "wlanld"="xxxxx","userName"="xxxxx",

"clientlP"="x.x.x.x", "apName"="", "apLocation"="", "username"="",
"osType"="", "radio"="", "vlanld"=, "sessionDuration"=, "txBytes"=,
"rxBytes"=, "rssi"="", "receivedSignalStrength"="",
"apGps"="","hostname"="", "encryption"="",, “userld"="uuid"

Displayed on the web
interface

Remediation of type [{remediationType}] failed on client [{clientIP]| |
clientMac}] for user [{userName}].

Description

This event occurs when client disconnects from WLAN on AP due to
inactivity.

Client authorization successfully

TABLE 321 Client authorization successfully event

Event Client authorization successfully

Event Type clientAuthorization

Event Code 206

Severity Informational

Attribute "MapMac"="xxxx:xx:xx:xx:xx", "clientMac"="xXx:xx:XxX:Xx:Xx:xx", “ssid"="Xxxxx",

nou nou

“wlanld”="xxxxx", “userName"="xxxxx",“client|P"="x.x.x.x", “userld”"="uuid"

Displayed on the web
interface

Client [{userName]| |IP| | clientMac}] of WLAN [{ssid}] from AP
[{apName&&apMac}] was authorized.

Description

This event occurs when the client on WLAN AP is authorized.

Client authorization failed

TABLE 322 Client authorization failed event

Event Client authorization failed

Event Type clientAuthorizationFailure

Event Code 207

Severity Informational

Attribute “apMac”="xx:xx:xx:xx:xx:xx", “clientMac”="xx:xx:xx:xx:xx:xx",“ssid"="xxxxx",

“wlanld”="xxxxx", “userName"="xxxxx",“clientlP"="x.x.x.x" “userld"="uuid"

Displayed on the web
interface

Client [{userName]| |IP| | clientMac}] of WLAN [{ssid}] from AP
[{apName&&apMac}] was not authorized.

Description

This event occurs when the client on WLAN AP authorization fails.
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Client session expired

TABLE 323 Client session expired event

Event
Event Type
Event Code
Severity
Attribute

Displayed on the web
interface

Description

Client session expired
clientSessionExpiration
208

Informational

“apMac"="xx:xx:xx:xx:xx:xx", "clientMac"="xx:xx:xx:xx:xx:xx", “ssid"="xxxxx",

nou

“assoicationTime"="600", “wlanld”"="xxxxx", “userName"="xxxxx",

“clientlP"="x.x.x.x","apName"="", “apLocation”="","username"="", “osType"="",
llradioll:"”,llvlanIdII:Hll, ”SeSSiOnDUratiOn":"", “tXByteS":””, lerByteSN:llH,
“rssi’="", “receivedSignalStrength”="", “apGps"="", “hostname”="",
“encryption”="", “disconnectReason”="", “bssid"=""“userld"="uuid"

Client [{userName]| |IP| | clientMac}] exceeded the session time limit.
Session terminated.

This event occurs when the client exceeds the session time limit resulting in
a session termination.

Client roaming

TABLE 324 Client roaming event

Event
Event Type
Event Code
Severity
Attribute

Displayed on the web
interface

Description

Client roaming

clientRoaming
209
Informational

"apMac"="xx:xx:xx:xx:xx:xx", "clientMac"="xx:XX:Xx:XX:Xx:XX", “ssid"="xxxxx",
“wlanld”="xxxxx", “userName"="xxxxx",“clientIP"="x.x.x.x" “userld"="uuid"

AP [{apName&&apMac}] radio [{toRadio}] detected client [{userName] |
IP| | clientMac}] in WLAN [{ssid}] roam from AP
[{fromApName&&fromApMac}].

This event occurs when the AP radio detects a client.

Client logged out

TABLE 325 Client logged out event

Event
Event Type
Event Code
Severity
Attribute

Displayed on the web
interface

Client logged out

clientSessionLogout
210
Informational

“apMac"="xx:xx:xx:xx:xx:xx", "clientMac"="xXx:XX:XX:XX:XX:XX", “ssid"="xxxxx",

" ou

“assoicationTime"="600", “wlanld”"="xxxxx", “userName"="xxxxx",

“clientIP"="x.x.x.x", “apName"="", “apLocation”="", “username”="",
“osType"="", “radio”="", “vlanld"="", “sessionDuration"="", “txBytes"="",
“rxBytes"="", “rssi"="", “receivedSignalStrength”"="", “apGps"="",
“hostname”="", “encryption”="", “disconnectReason"="", “bssid"=""

“userld"="uuid"

Client [{userName]| | IP| | clientMac}] session logout.
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TABLE 325 Client logged out event (continued)

Event

Description

Client logged out

This event occurs when a client session is logged out.

Client roaming disconnected

TABLE 326 Client roaming disconnected event

Event
Event Type
Event Code
Severity
Attribute

Displayed on the web
interface

Description

Client roaming disconnected

smartRoamDisconnect
218

Informational

nou non

"apMac"="xx:xx:xx:xx:xx:xx", “clientMac"="xx:xx:xx:xx:xx:xx", "ssid"="xxxxx",

"assoicationTime"="600", "wlanld"="xxxxx", "userName"="xxxxx",

"clientlP"="x.x.x.x","apName"="", "apLocation"="",
"USername"="","OSType"="", llradi0||=llll’
"vlanld"="","sessionDuration"="","txBytes"="", "rxBytes"="", "rssi"="",
"receivedSignalStrength"="", "apGps"="", "hostname"="", "encryption"="",
"disconnectReason"="", "bssid"="", "ni_rx_rssilo_cnt"="", "ni_rx_tot_cnt"="",
"ns_rx_rssilo_cnt"="", "ns_rx_tot_cnt"="", "ni_tx_xput_lo_cnt"="",
"ni_tx_xput_lo_dur"="", "Instantaneous rssi"="", "Xput"="""userld"=""uuid"

Client [{userName| |IP| | clientMac}] disconnected from WLAN [{ssid}] on
AP [{apName&&apMac}] due to SmartRoam policy.

This event occurs when the client disconnects from the WLALN due to a
smart roam policy.

Client blocked

TABLE 327 Client blocked event

Event
Event Type
Event Code
Severity
Attribute

Displayed on the web
interface

Description

Client blocked

clientBlockByDeviceType
219

Informational

"apMac"="xXx:XX:XX:XX:xx:XX", "clientMac"="XxX:XX: XX XX XX:XX",

"deviceType"="xxxxx",

ssid"="xxxxx", "wlanld"="xxxxx",

Client [{clientMac}] was recognized as [{deviceType}], and blocked by a
device policy in AP [{apMac}]

This event occurs when a client is blocked by a device policy.

Client grace period

TABLE 328 Client grace period event

Event

Event Type
Event Code

Severity
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Client grace period

clientGracePeriod
220

Informational
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TABLE 328 Client grace period event (continued)

Event Client grace period

Attribute “apMac”="xx:xx:xx:xx:xx:xx", “clientMac”="xx:xx:xx:xx:xx:xx", “ssid"="xxxxx",
“wlanld”="xxxxx", “userName"="xxxxx", “clientIP"="x.x.x.x"

Displayed on the web Client [{userName]| | clientIP| | clientMac}] reconnects WLAN [{ssid}] on AP

interface [{apName&&apMac}] within grace period. No additional authentication is
required.

Description This event occurs when the when the STa interface reconnects and

authorizes due to the grace period.

Onboarding registration succeeded

TABLE 329 Onboarding registration succeeded event

Event Onboarding registration succeeded

Event Type onboardingRegistrationSuccess

Event Code 221

Severity Informational

Attribute “apMac”="Xx:XX:XX:XX:XX:XX", “clientMac”="xx:xxX:XX:XX:xx:Xx", “ssid"="xxxxx",

“wlanld”="xxxxx", “userName"="xxxxx", “clientIP"="x.x.x.x", “userld”"="uuid",
“apLocation”="xxxx", “groupName"="xxxx", “vlanld”="xxxx", “osType"="xxxx",
“userAgent”’="xxxx"

Displayed on the web Client [{userName| | clientIP| | clientMac}] of WLAN [{ssid}] on AP
interface [{apName&&apMac}] on boarding registration succeeded.
Description This event occurs when the client on boarding registration is successful.

Onboarding registration failed

TABLE 330 Onboarding registration failed event

Event On boarding registration failed

Event Type onboardingRegistrationFailure

Event Code 222

Severity Informational

Attribute “apMac”="xXx:xx:xx:xx:xx:xx", “clientMac”="xx:xx:xx:xx:xx:xx", “ssid"="xxxxx",

“wlanld"="xxxxx", “userName"="xxxxx", “clientlP"="x.x.x.x", “userld”"="uuid",
“apLocation”="xxxx", “groupName"="xxxx", “vlanld”"="xxxx", “osType"="xxxx",
“userAgent”’="xxxx","reason”="xxxxx"

Displayed on the web Client [{userName| | clientIP| | clientMac}] of WLAN [{ssid}] on AP
interface [{apName&&apMac}] on boarding registration failed because of [{reason}].
Description This event occurs when the client on boarding registration fails.

Remediation succeeded

TABLE 331 Remediation succeeded event

Event Remediation succeeded
Event Type remediationSuccess
Event Code 223
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TABLE 331 Remediation succeeded event (continued)

Event
Severity
Attribute

Displayed on the web
interface

Description

Remediation succeeded
Informational

“remediationType"="xxxxx",“clientMac"="XxX:XX:XX:XX:XX:XX",

n_u.

“userName"="xxxxx", “userld”"="uuid”,"reason”="xxxxx"

Remediation of type [{remediationType}] finished successfully on client
[{clientIP| | clientMac}] for user [{userName}].

This event occurs when the client remediation is successful.

Remediation failed

TABLE 332 Remediation failed event

Event
Event Type
Event Code
Severity
Attribute

Displayed on the web
interface

Description

Remediation failed
remediationFailure
224

Informational

n_u.

“remediationType"="xxxxx",“clientMac”="xX:XX:XX:XX:XX:XX",

“userName"="xxxxx", “userld”"="uuid”

Client [{userName| | clientIP| | clientMac}] of WLAN [{ssid}] on AP
[{apName&&apMac}] on boarding registration failed because of [{reason}].

This event occurs when the client remediation fails.

Force DHCP disconnected

TABLE 333 Force DHCP disconnected event

Event
Event Type
Event Code
Severity
Attribute

Displayed on the web
interface

Description

Force DHCP disconnected

ForceDHCPDisconnect
225
Informational

“apMac”="Xx:Xx:XX:Xx:xx:Xx", “clientMac”="xx:xx:xx:Xx:xx:xx", “ssid"="xxxxx",
“bssid”="", “wlanld"="xxxxx", "tenantUUID"="xxxxx",

"

“clientlP"="x.x.x.x","apName"="""vlanld"=, "radio"="", “encryption

"_un
=

Client [{userName]| |IP| | clientMac}] disconnected from WLAN [{ssid}] on
AP [{apName&&apMac}] due to force-dhcp.

This event occurs when the client disconnects by force dynamic host
configuration protocol (DHCP).

WDS device joined

TABLE 334 WDS device joined event

Event

Event Type
Event Code
Severity

160

WDS device joined

wdsDeviceJoin
226

Informational
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TABLE 334 WDS device joined event (continued)

Event

WDS device joined

Attribute

" ou "_u.

“apName”="xxxxx", “apMac”="Xx:XX:XX:XX:XX:XX",

n_u.

“clientMac”="xx:xx:xx:xx:xx:xx", “wdsDevicetMac"="XX:XX:XX:XX:XX:XX"

Displayed on the web
interface

Device [{wdsDeviceMac}] sends traffic via Client [{clientMac}] in AP
[{apName&&apMac}].

Description

This event occurs when a subscriber device joins the network provided by a
Customer-Premises Equipment (CPE) of a client associated AP through a
wireless distribution system (WDS) mode.

WDS device left

TABLE 335 WDS device left event

Event WDS device left

Event Type wdsDevicelLeave

Event Code 227

Severity Informational

Attribute “apName”="xxxxx", “apMac”="Xx:XX:XX:XX:XX:XX",

" u,

“clientMac”="xx:xx:xx:xx:xx:xx", “wdsDevicetMac”="XX:XX:XX:XX:XX:XX"

Displayed on the web
interface

Device [{wdsDeviceMac}] stops traffic via Client [{clientMac}] in AP
[{apName&&apMac}].

Description

This event occurs when a subscriber device leaves the network provided by
a CPE client associated to an AP through WDS.

Client is blocked because of barring UE rule

TABLE 336 Client is blocked because of barring UE rule event

Event Client is blocked because of barring UE rule

Event Type clientBlockByBarringUERule

Event Code 228

Severity Informational

Attr ibute "apMac"="xXx:XX:xx:XX:xx:xx", "clientMac"="xXx:XX:XX:XX:XX:XX"

Displayed on the web
interface

Client [clientMac}] of WLAN [{ssid}] from AP [{apName&&apMac}] was
blocked because of barring UE rule.

Description

This event occurs when a client is temporally blocked by the UE barring
rule.

Client is unblocked by barring UE rule

TABLE 337 Client is unblocked by barring UE rule event

Event Client is unblocked by barring UE rule

Event Type clientUnblockByBarringUERule

Event Code 229

Severity Informational

Attribute "apMac"="xXx:XX:xx:Xx:xx:xX", "clientMac"="Xx:XX: XX XX XX:XX"
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TABLE 337 Client is unblocked by barring UE rule event (continued)

Event

Displayed on the web
interface

Description

Client is unblocked by barring UE rule

Client [clientMac}] of WLAN [{ssid}] from AP [{apName&&apMac}] was
unblocked

This event occurs when a client is unblocked by the UE barring rule.

Start CALEA mirroring client

TABLE 338 Start CALEA mirroring client event

Event
Event Type
Event Code
Severity
Attribute

Displayed on the web
interface

Description

Start CALEA mirroring client

caleaMirroringStart

230

Informational

"userName"="xxxxx", "clientMac"="xx:xx:xx:xx:xx:xx", "
"apName"="xxxxx", "apMac"="XX:XX:XX:XX:XX:XX"

Start CALEA mirroring client [{userName| | IP| | clientMac}] on WLAN [{ssid}]
from AP [{apName&&apMac}].

This event occurs when CALEA is started for mirroring the client image.

ssid"="xxxxx",

Stop CALEA mirroring client

TABLE 339 Stop CALEA mirroring client event

Event
Event Type
Event Code
Severity
Attribute

Displayed on the web
interface

Description

Stop CALEA mirroring client

caleaMirroringStop
231
Informational

"userName"="xxxxx", "clientMac"="xxX:Xx:XX:Xx:xx:xx", "ssid"="xxxxx",
"apName"="xxxxx", "apMac"="xx:xx:xx:xx:xx:xx", "authType"="xxxxx",

"txBytes"="xxxxx", "rxBytes"="xxxxx"

Stop CALEA mirroring client [{userName]| |IP| | clientMac}] on WLAN [{ssid}]
with authentication type [{authType}] from AP [{apName&&apMac}].
TxBytes[{txBytes}], RxBytes[{rxBytes}].

This event occurs when CALEA stops mirroring the client image.

Wired client joined

TABLE 340 Wired client joined event

Event
Event Type
Event Code
Severity
Attribute

162

Wired client joined

wiredClientJoin
2802

Informational

non

apMac"="xx:xx:XX:Xx:xx:XX", "clientMac”="xx:XX:XX:XX:XX:XX",
“ethProfileld"="xxxxx", "ethPort"="x", "iface"="xxxx",
"tenantUUID"="XXXXXXXX-XXXX-XXXX-XXXX-XXXXXXXXXXXX",

"apName"="xxxx","vlanld"="x"
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TABLE 340 Wired client joined event (continued)

Event

Wired client joined

Displayed on the web
interface

Client [{userName]| |IP| | clientMac}] joined LAN [{ethPort}] from AP
[{apName&&apMac}].

Description

This event occurs when a client joins the LAN AP.

Wired client failed to join

TABLE 341 Wired client failed to join event

Event Wired client failed to join

Event Type wiredClientjoinFailure

Event Code 2803

Severity Informational

Attribute apMac”="Xx:xx:xx:xx:xx:xx", "clientMac”="Xx:XX:XX:XX:XX:XX",

“ethProfileld"="xxxxx", "ethPort"="x", "iface"="xxxx",
“userName"="xxxxx", "userld”"="uuid"”

Displayed on the web
interface

Client [{userName]| |IP| | clientMac}] failed to join LAN [{ethPort}] from AP
[{apName&&apMac}].

Description

This event occurs when a client fails to join the LAN AP.

Wired client disconnected

TABLE 342 Wired client disconnected event

Event Wired client disconnected

Event Type wiredClientDisconnect

Event Code 2804

Severity Informational

Attribute apMac”="xx:xx:xx:xx:xx:xx", "clientMac”="Xx:XX:XX:XX:XX:XX",

“ethProfileld"="xxxxx", "ethPort"="x", "iface"="xxxx",
"tenantUUID"="XXXXXXXX-XXXX-XXXX-XXXX-XXXXXXXXXXXX", "apName"="xxxx",

"vlanld"="x", "rxBytes"="x", "txFrames"="x","txBytes"="x",
"disconnectTime"="x", "sessionDuration"="x", "disconnectReason"="x"

Displayed on the web
interface

Client [{userName| |IP| | clientMac}] disconnected from LAN [{ethPort}] on
AP [{apName&&apMac}].

Description

This event occurs when a client disconnect from the LAN AP.

Wired client authorization successfully

TABLE 343 Wired client authorization successfully event

Event Wired client authorization successfully

Event Type wiredClientAuthorization

Event Code 2806

Severity Informational

Attribute apMac”="X)x:xx:xx:xx:xx:xx", "clientMac"="Xx:XX:XX:XX:XX:XX",
“ethProfileld"="xxxxx", "ethPort"="x", "iface"="xxxx",
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TABLE 343 Wired client authorization successfully event (continued)

Event

Displayed on the web
interface

Description

Wired client authorization successfully

"tenantUUID"="XXXXXXXX-XXXX-XXXX-XXXX-XXXXXXXXXXXX",
"apName"="xxxx","vlanld"="x", "userName"="xxxx"

Client [{userName| |IP| | clientMac}] of LAN [{ethPort}] from AP
[{apName&&apMac}] was authorized.

This event occurs when a client on WLAN AP is authorized.

Wired client session expired

TABLE 344 Wired client session expired event

Event
Event Type
Event Code
Severity
Attribute

Displayed on the web
interface

Description

Wired client session expired
wiredClientSessionExpiration
2808

Informational

apMac”="X)x:xx:xx:xx:xx:xx", "clientMac”="Xx:XX:XX:XX:XX:XX",
“ethProfileld"="xxxxx", "ethPort"="x", "iface"="xxxx",
"tenantUUID"="XXXXXXXX-XXXX-XXXX-XXXX-XXXXXXXXXXXX",
"apName"="xxxx","vlanld"="x","rxBytes"="x","txFrames"="x",
"txBytes"="x","disconnectTime"="x","sessionDuration"="x",
"disconnectReason"="x"

Client [{userName| |IP| | clientMac}] exceeded the session time limit.

Session terminated.

This event occurs when a client exceeds the session time limit, which

results in a session termination.

Application identified

TABLE 345 Application identified event

Event
Event Type
Event Code
Severity
Attribute

Displayed on the web
interface

Description

Application identified

application of user is identified
8001

Informational

APP[{APP}] identified from AP[{apMac}] for client [{STA_MAC}] with

source[{SRC_IP}:{SRC_PORT}] destination[{DST_IP}:{DST_PORT}]
Proto[{PROTO}]

This event occurs when the user of the application is identified.

Application denied

TABLE 346 Application denied event

Event

Event Type

Event Code
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Application denied

application of user is denied
8002
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TABLE 346 Application denied event (continued)

Event Application denied
Severity Informational
Attribute

Displayed on the web
interface

APP[{APP}] denied from AP[{apMac}] for client [{STA_MAC}] with
source[{SRC_IP}:{SRC_PORT}] destination[{DST_IP}:{DST_PORT}]
Proto[{PROTO}]

Description

This event occurs when the application of the user is denied.

URL filtering server unreachable

TABLE 347 URL filtering server unreachable event

Event URL filtering server unreachable

Event Type urlFilteringServerUnreachable

Event Code 8003

Severity Major

Attribute apMac = “XxX:xXxXxXx:xx:xx:xx", serverurl = “xxxxxx"

Displayed on the web
interface

AP [{apMac}] cannot reach the URL Filtering server [{serverUrl}].

Description

This event occurs when URL filtering server is unreachable.

URL filtering server reachable

TABLE 348 URL filtering server reachable event

Event URL filtering server reachable

Event Type urlFilteringServerReachable

Event Code 8004

Severity Major

Attribute apMac = “Xx:xx:xx:xx:xx:xx", serverurl = “xxxxxx"

Displayed on the web
interface

AP [{apMac}] can reach the URL Filtering server [{serverUrl}].

Description

This event occurs when URL filtering server is reachable.

Packet spoofing detected

TABLE 349 Packet spoofing detected event

Event Packet spoofing detected

Event Type packetSpoofingDetectedFromWireless

Event Code 232

Severity Major

Attribute "desc"="xxxxx", "clientMac"="XxX:XX:XX:XX:XX:XX",

non non

"clientIP"="x.x.x.x","ssid"="xxxxx", "networkInterface" =
"xxxxxx","apName"="xxxxx", "apMac"="XX:XX:XX:XX:XX:XX"

Displayed on the web
interface

Packet spoofing detected [{desc}] from client [{clientMac&&clientIP}] on
WLAN [{ssid}] [{networkInterface}] from AP [{apName&&apMac}]
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TABLE 349 Packet spoofing detected event (continued)

Event

Description

Packet spoofing detected

This event occurs when packet spoofing is detected from wireless by
antispoofing feature.

Packet spoofing detected

TABLE 350 Packet spoofing detected event

Event
Event Type
Event Code
Severity
Attribute

Displayed on the web
interface

Description

Packet spoofing detected
packetSpoofingDetectedFromWirelessSourceMacSpoofed
233

Major

"desc"="xxxxx", "packetDropCount"="xxxx", "ssid"="xxxxx",

"networkinterface" = "xxxxxx","apName"="xxxxx",
"apMac"="XXXXXXXXXXXX"

Packet spoofing detected [{desc}], packets [{packetDropCount}] were
dropped on WLAN [{ssid}] [{networkInterface}] from AP
[{apName&&apMac}]

This event occurs when packet spoofing is detected from wireless by
antispoofing feature. It is a source MAC address spoof.

Packet spoofing detected

TABLE 351 Packet spoofing detected event

Event
Event Type
Event Code
Severity
Attribute

Displayed on the web
interface

Description

Packet spoofing detected
packetSpoofingDetectedFromWired
234

Major

"desc"="xxxxx", "clientMac"="xx:xx:xx:xx:xx:xx", "clientIP"="x.x.x.x",
"networkinterface" = "xxxxxx","apName"="xxxxx",
"apMac"="XX: XX XX XX XX XX"

Packet spoofing detected [{desc}] from client [{clientMac&&clientIP}] on
[{networkinterface}] from AP [{apName&&apMac}]

This event occurs when packet spoofing is detected from wired by
antispoofing feature.

Packet spoofing detected

TABLE 352 Packet spoofing detected event

Event
Event Type
Event Code
Severity
Attribute
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Packet spoofing detected
packetSpoofingDetectedFromWiredSourceMacSpoofed
235

Major

"desc"="xxxxx", "packetDropCount"="xxxx", "networkinterface" =

"xxxxxx","apName"="xxxxx", "apMac"="XX:XX:XX:XX:XX:XX"
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TABLE 352 Packet spoofing detected event (continued)

Event

Packet spoofing detected

Displayed on the web
interface

Packet spoofing detected [{desc}], packets [{packetDropCount}] were
dropped on [{networkinterface}] from AP [{apName&&apMac}]

Description

This event occurs when packet spoofing is detected from wired by
antispoofing feature. It is a source MAC address spoof.

Cloud Events

The following are the events related to Cloud Based Service.

* Cloud Services Enabled on page 167

* Cloud Services Disabled on page 167

e Cloud Analytics Enabled on page 168

e Cloud Analytics Disabled on page 168

* Cloud Services Token Refreshed on page 168

o Cloud Analytics Token Renewed on page 168

Cloud Services Enabled

TABLE 353 Cloud services enabled event

Event Cloud services enabled
Event Type CloudServicesEnabled
Event Code 4501

Severity Informational

Attribute No attribute for this event.

Displayed on the web
interface

Cloud Services have been enabled successfully.

Description

This event occurs when SZ successfully enabled Cloud Services.

Cloud Services Disabled

TABLE 354 Cloud services disabled event

Event Cloud services disabled
Event Type CloudServicesdisabled
Event Code 4502

Severity Informational

Attribute No attribute for this event.

Displayed on the web
interface

Cloud Services have been disabled successfully.

Description

This event occurs when SZ successfully disabled Cloud Services.
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Cloud Analytics Enabled

TABLE 355 Cloud analytics enabled event

Event Cloud analytics enabled
Event Type CloudAnalyticsEnabled
Event Code 4503

Severity Informational

Attribute No attribute for this event.

Displayed on the web
interface

Cloud Analytics service has been enabled successfully.

Description

This event occurs when SZ successfully enabled Cloud Analytics service.

Cloud Analytics Disabled

TABLE 356 Cloud analytics disabled event

Event Cloud analytics disabled
Event Type CloudAnalyticsDisabled
Event Code 4504

Severity Informational

Attribute No attribute for this event.

Displayed on the web
interface

Cloud Analytics service has been disabled successfully.

Description

This event occurs when SZ successfully disabled Cloud Analytics service.

Cloud Services Token Refreshed

TABLE 357 Cloud services token refreshed event

Event Cloud services token refreshed
Event Type CloudServicesTokenRefreshed
Event Code 4601

Severity Informational

Attribute No attribute for this event.

Displayed on the web
interface

Cloud Services token has been refreshed successfully.

Description

This event occurs when SZ successfully refreshed Cloud Services access
token.

Cloud Analytics Token Renewed

TABLE 358 Cloud analytics token renewed event

Event Cloud analytics token renewed
Event Type cloudAnalyticsTokenRenewed
Event Code 4602

Severity Informational
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TABLE 358 Cloud analytics token renewed event (continued)

Events Types
Cluster Events

Event Cloud analytics token renewed

Attribute No attribute for this event.

Displayed on the web Cloud Analytics token has been renewed successfully.

interface

Description This event occurs when SZ successfully renewed Cloud Analytics access

token.

Cluster Events

Following are the events related to clusters.

Cluster created successfully on page 170

New node joined successfully on page 170

New node failed to join on page 170

Node removal completed on page 170

Node removal failed on page 171

Node out of service on page 171

Cluster in maintenance state on page 171

Cluster back in service on page 172

Cluster backup completed on page 172

Cluster backup failed on page 172

Cluster restore completed on page 173

Cluster restore failed on page 173

Cluster node upgrade completed on page 173

Entire cluster upgraded successfully on page
174

Cluster upgrade failed on page 174

Cluster application stopped on page 174

Cluster application started on page 175

Cluster backup started on page 175

Cluster upgrade started on page 175

Cluster leader changed on page 175

Node bond interface down on page 176

Node bond interface up on page 176

Node IP address changed on page 176

Node physical interface down on page 177

Node physical interface up on page 177

Cluster node rebooted on page 177

NTP time synchronized on page 178

Cluster node shutdown on page 178

Cluster upload started on page 178

Cluster upload completed on page 178

Cluster upload failed on page 179

SSH tunnel switched on page 179

Cluster remove node started on page 179

Node back in service on page 180

Resync NTP time on page 180

Disk usage exceed threshold on page 180

Cluster out of service on page 181

Initiated moving APs in node to a new cluster
on page 181

Cluster upload vSZ-D firmware started on
page 181

Cluster upload vSZ-D firmware completed on
page 182

Cluster upload vSZ-D firmware failed on page
182

Cluster upload AP firmware started on page
182

Cluster upload AP firmware completed on
page 182

Cluster upload AP firmware failed on page
183

Cluster add AP firmware started on page 183

Cluster add AP firmware completed on page
183

Cluster add AP firmware failed on page 184

Cluster name is changed on page 184

Unsync NTP Time on page 184

Cluster upload KSP file started on page 185

Cluster upload KSP file completed on page
185

Cluster upload KSP file failed on page 185

Configuration backup started on page 186

Configuration backup succeeded on page 186

Configuration backup failed on page 186

Configuration restore succeeded on page 186

Configuration restore failed on page 187

AP Certificate Expired on page 187

AP Certificate Updated on page 187

Configuration restore started on page 188

Upgrade SSTable failed on page 188

Reindex elastic search finished on page 188

Initiated APs contact APR on page 189

All nodes back in service on page 189

Not management service ready on page 189

Management service ready on page 189

Configuration sync failed on page 190

Node IPv6 address added on page 190

Node IPv6 address deleted on page 190
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Cluster created successfully

TABLE 359 Cluster created successfully event

Event Cluster created successfully

Event Type clusterCreatedSuccess

Event Code 801

Severity Informational

Attribute “clusterName”="xxx", “nodeName"="xxx", “nodeMac”=" XX:XX:XX:XX:XX:XX"

Displayed on the web
interface

Cluster [{clusterName}] created with node [{nodeName}]

Description

This event occurs when a cluster and a node are created.

New node joined successfully

TABLE 360 New node joined successfully event

Event New node joined successfully

Event Type newNodeJoinSuccess

Event Code 802

Severity Informational

Attribute “clusterName”="xxx", “nodeName"="xxx", “nodeMac"=" XX:XX:XX:XX:XX:XX"

Displayed on the web
interface

New node [{nodeName}] joined cluster [{clusterName}]

Description

This event occurs when a node joins a cluster session.

New node failed to join

TABLE 361 New node failed to join event

Event New node failed to join

Event Type newNodeJoinFailed

Event Code 803

Severity Critical

Attribute “clusterName”="xxx", “nodeName"="xxx", “nodeMac”=" XX:XX:XX:XX:XX:XX"

Displayed on the web
interface

New node [{nodeName}] failed to join cluster [{clusterName}]

Description

This event occurs when a node fails to join a cluster session. The controller
web Interface displays the error message.

Auto Clearance

This event triggers the alarm 801, which is auto cleared by the event code
802.

Node removal completed

TABLE 362 Node removal completed event

Event

Node removal completed

Event Type

removeNodeSuccess
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TABLE 362 Node removal completed event (continued)

Event Node removal completed

Event Code 804

Severity Informational

Attribute “clusterName”="xxx", “nodeName"="xxx", “nodeMac"=" XX:XX:XX:XX:XX:XX"

Displayed on the web
interface

Node [{nodeName}] removed from cluster [{clusterName}]

Description

This event occurs when a node is removed from the cluster session.

Node removal failed

TABLE 363 Node removal failed event

Event Node removal failed

Event Type removeNodeFailed

Event Code 805

Severity Major

Attribute “clusterName”="xxx", “nodeName"="xxx", “nodeMac”=" XX:XX:XX:XX:XX:XX"

Displayed on the web
interface

Node [{nodeName}] failed to remove from cluster [{clusterName}].

Description

This event occurs when a node cannot be removed from the cluster.

Auto Clearance

This event triggers the alarm 802, which is auto cleared by the event code
804.

Node out of service

TABLE 364 Node out of service event

Event Node out of service

Event Type nodeOutOfService

Event Code 806

Severity Critical

Attribute “clusterName"="xxx", “nodeName”="xxx", “nodeMac”=" XX:XX:XX:XX:XX:XX"

Displayed on the web
interface

Node [{nodeName}] in cluster [{clusterName}] is out of service. Reason
[{reason}].

Description

This event occurs when a node is out of service.

Auto Clearance

This event triggers the alarm 803, which is auto cleared by the event code
835.

Cluster in maintenance state

TABLE 365 Cluster in maintenance state event

Event Cluster in maintenance state
Event Type clusterInMaintenanceState
Event Code 807

Severity Critical
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TABLE 365 Cluster in maintenance state event (continued)

Event

Cluster in maintenance state

Attribute

“clusterName”="xxx"

Displayed on the web
interface

[{clusterName}] is in maintenance state

Description

This event occurs when a node is in a maintenance state.

Auto Clearance

This event triggers the alarm 804, which is auto cleared by the event code
808.

Cluster back in service

TABLE 366 Cluster back in service event

Event Cluster back in service
Event Type clusterBackTolnService
Event Code 808

Severity Informational
Attribute “clusterName"="xxx"

Displayed on the web
interface

[{clusterName}] is now in service

Description

This event occurs when a cluster is back in service.

Cluster backup completed

TABLE 367 Cluster backup completed event

Event Cluster backup completed
Event Type backupClusterSuccess
Event Code 809

Severity Informational

Attribute “clusterName”="xxx"

Displayed on the web
interface

Cluster [{clusterName}] backup completed

Description

This event occurs when a cluster backup is complete.

Cluster backup failed

TABLE 368 Cluster backup failed event

Event Cluster backup failed
Event Type backupClusterFailed

Event Code 810

Severity Major

Attribute “clusterName"="xxx"

Displayed on the web
interface

Cluster [{clusterName}] backup failed. Reason [{reason}].

Description

This event occurs when a cluster backup fails.
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TABLE 368 Cluster backup failed event (continued)

Event

Cluster backup failed

Auto Clearance

This event triggers the alarm 805, which is auto cleared by the event code
809.

Cluster restore completed

TABLE 369 Cluster restore completed event

Event Cluster restore completed

Event Type restoreClusterSuccess

Event Code 811

Severity Informational

Attribute "nodeName"="xxx", "clusterName"="xxx",

Displayed on the web
interface

Node [{nodeName}] in cluster [{clusterName}] restore completed

Description

This event occurs when restoration of a node to a cluster is successful.

Cluster restore failed

TABLE 370 Cluster restore failed event

Event Cluster restore failed
Event Type restoreClusterFailed

Event Code 812

Severity Major

Attribute “clusterName"="xxx"

Displayed on the web
interface

Cluster [{clusterName}] restore failed. Reason [{reason}].

Description

This event occurs when restoration of a node in a cluster fails.

Auto Clearance

This event triggers the alarm 806, which is auto cleared by the event code
811.

Cluster node upgrade completed

TABLE 371 Cluster node upgrade completed event

Event Cluster node upgrade completed

Event Type upgradeClusterNodeSuccess

Event Code 813

Severity Informational

Attribute clusterName"="xxx", “nodeName"="xxx", “nodeMac"=" XX:XX:XX:XX:XX:XX",

n_n n_mn

"fromVersion"="x.x", "toVersion"="x.x"

Displayed on the web
interface

Node [{nodeName}] in cluster [{clusterName}] upgraded from
[{fromVersion}] to [{toVersion}]

Description

This event occurs when version upgrade of a node is successful.
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Entire cluster upgraded successfully

TABLE 372 Entire cluster upgraded successfully event

Event Entire cluster upgraded successfully

Event Type upgradeEntireClusterSuccess

Event Code 814

Severity Informational

Attribute clusterName"="xxx", "fromVersion"="x.x", "toVersion"="x.x"

Displayed on the web
interface

Cluster [{clusterName}] upgraded from [{fromVersion}] to [{toVersion}].

Description

This event occurs when version upgrade of a cluster is successful.

Cluster upgrade failed

TABLE 373 Cluster upgrade failed event

Event Cluster upgrade failed

Event Type upgradeClusterFailed

Event Code 815

Severity Major

Attribute “clusterName"="xxx", “nodeName”="xxx", “nodeMac”=" XX:XX:XX:XX:XX:XX",

n_n n_mn

"fromVersion"="x.x", "toVersion"="x.x"

Displayed on the web
interface

Cluster [{clusterName}] could not be upgraded from [{fromVersion}] to
[{toVersion}] Reason [{reason}].

Description

This event occurs when the version upgrade of a cluster fails.

Auto Clearance

This event triggers the alarm 807, which is auto cleared by the event code
814.

Cluster application stopped

TABLE 374 Cluster application stopped event

Event Cluster application stopped

Event Type clusterAppStop

Event Code 816

Severity Critical

Attribute “appName”="xxxx", “nodeName”="xxx", “nodeMac”=" XX:XX:XX:XX:XX:XX",

Displayed on the web
interface

Application [{appName}] on node [{nodeName}] stopped

Description

This event occurs when an application on node is stopped.

Auto Clearance

This event triggers the alarm 808, which is auto cleared by the event code
817.
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Cluster application started

TABLE 375 Cluster application started event

Event Cluster application started

Event Type clusterAppStart

Event Code 817

Severity Informational

Attribute “appName”="xxxx", “nodeName”="xxx", “nodeMac”=" XX:XX:XX:XX:XX:XX",

Displayed on the web
interface

Application [{appName}] on node [{nodeName}] started

Description

This event occurs when an application on node starts.

Cluster backup started

TABLE 376 Cluster backup started event

Event Cluster backup started

Event Type clusterBackupStart

Event Code 818

Severity Informational

Attribute “clusterName"="xxx", “nodeName”="xxx", “nodeMac”=" XX:XX:XX:XX:XX:XX",

Displayed on the web
interface

Starting backup in cluster[{clusterName}]...

Description

This event occurs when a backup for a node commences.

Cluster upgrade started

TABLE 377 Cluster upgrade started event

Event Cluster upgrade started

Event Type clusterUpgradeStart

Event Code 819

Severity Informational

Attribute “clusterName"="xxx", “nodeName"="xxx", “nodeMac”=" XX:XX:XX:XX:XX:XX",

Displayed on the web
interface

Starting upgrade in cluster[{clusterName}]...

Description

This event occurs when an upgrade for a node commences.

Cluster leader changed

TABLE 378 Cluster leader changed event

Event Cluster leader changed
Event Type clusterLeaderChanged
Event Code 820

Severity Informational
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TABLE 378 Cluster leader changed event (continued)

Event

Cluster leader changed

Attribute

“clusterName”="xxx", “nodeName”="xxx", “nodeMac”=" XX:XX:XX:XX:XX:XX",

Displayed on the web
interface

Node [{nodeName}] in cluster [{clusterName}] promoted to leader

Description

This event occurs when a node is changed to a lead node.

Node bond interface down

TABLE 379 Node bond interface down event

Event Node bond interface down

Event Type nodeBondinterfaceDown

Event Code 821

Severity Major

Attribute “nodeName”="xxx", “nodeMac”=" xx:xx:xx:xx:xx:xx", “ifName"="xxxx"

Displayed on the web
interface

Network interface [{networkinterface| |ifName}] on node [{nodeName}] is
down.

Description

This event occurs when the network interface of a node is down.

Auto Clearance

This event triggers the alarm 809, which is auto cleared by the event code
822.

Node bond interface up

TABLE 380 Node bond interface up event

Event Node bond interface up

Event Type nodeBondInterfaceUp

Event Code 822

Severity Informational

Attribute “nodeName”="xxx", “nodeMac”=" xx:xx:xx:xx:xx:xx", “ifName"="xxxx"

Displayed on the web
interface

Network interface [{networkinterface| |ifName}] on node [{nodeName}] is
up.

Description

This event occurs when the network interface of a node is up.

Node IP address changed

TABLE 381 Node IP address changed event

Event Node IP address changed

Event Type nodelPChanged

Event Code 823

Severity Informational

Attribute “nodeName”="xxx", “nodeMac”=" xx:xx:Xx:xx:xx:xx", “ifName"="xxxx",
“IP"="XXX XXX XXX XXX

Displayed on the web IP address of network interface [{networkInterface| |ifName}] on node

interface [{nodeName}] changed to [{ip}].
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TABLE 381 Node IP address changed event (continued)

Event

Node IP address changed

Description

This event occurs when the node’s network interface IP address changes.

Node physical interface down

TABLE 382 Node physical interface down event

Event Node physical interface down

Event Type nodePhylnterfaceDown

Event Code 824

Severity Critical

Attribute “nodeName”="xxx", “nodeMac”=" xx:xx:xx:xx:xx:xx", “ifName"="xxxx"

Displayed on the web
interface

Physical network interface [{networkinterface| |ifName}] on node
[{nodeName}] is down.

Description

This event occurs when the node’s physical interface is down.

Auto Clearance

This event triggers the alarm 810, which is auto cleared by the event code
825.

Node physical interface up

TABLE 383 Node physical interface up event

Event Node physical interface up

Event Type nodePhylnterfaceUp

Event Code 825

Severity Informational

Attribute “nodeName”="xxx", “nodeMac”=" xx:xx:xx:xx:xx:xx", “ifName"="xxxx"

Displayed on the web
interface

Physical network interface [{networkinterface| |ifName}] on node
[{nodeName}] is up.

Description

This event occurs when the node’s physical interface is up.

Cluster node rebooted

TABLE 384 Cluster node rebooted event

Event Cluster node rebooted

Event Type nodeRebooted

Event Code 826

Severity Major

Attribute “nodeName”="xxx", “nodeMac"=" xx:xx:xx:xx:xx:xx", “clusterName"="xxx",

Displayed on the web
interface

Node [{nodeName}] in cluster [{clusterName}] rebooted

Description

This event occurs when the node, belonging to a cluster reboots.
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NTP time synchronized

TABLE 385 NTP time synchronized event

Event NTP time synchronized

Event Type ntpTimeSynched

Event Code 827

Severity Informational

Attribute “nodeName”="xxx", “nodeMac”=" XX:XX:XX:XX:XX:XX"

Displayed on the web
interface

Date and time settings on node [{nodeName}] synchronized with NTP
server

Description

This event occurs when the date and time settings of a node synchronizes
with the NTP server.

Cluster node shutdown

TABLE 386 Cluster node shutdown event

Event Cluster node shutdown

Event Type nodeShutdown

Event Code 828

Severity Major

Attribute “nodeName"="xxx", "nodeMac"="X)X:XX:XX:XX:XX:XX "

Displayed on the web
interface

Node [{nodeName}] has been shut down

Description

This event occurs when the node is shut down.

Auto Clearance

This event triggers the alarm 813, which is auto cleared by the event code
826.

Cluster upload started

TABLE 387 Cluster upload started event

Event Cluster upload started
Event Type clusterUploadStart
Event Code 830

Severity Informational
Attribute "clusterName"="xxx"

Displayed on the web
interface

Starting upload in cluster [{clusterName}].

Description

This event occurs when the cluster upload process starts.

Cluster upload completed

TABLE 388 Cluster upload completed event

Event

Cluster upload completed

Event Type

uploadClusterSuccess
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TABLE 388 Cluster upload completed event (continued)

Event Cluster upload completed
Event Code 831

Severity Informational

Attribute "clusterName"="xxx"

Displayed on the web
interface

Cluster [{clusterName}] upload completed

Description

This event occurs when the cluster upload process is successful.

Cluster upload failed

TABLE 389 Cluster upload failed event

Event Cluster upload failed

Event Type uploadClusterFailed

Event Code 832

Severity Major

Attribute "clusterName"="xxx", "reason"="xxx"

Displayed on the web
interface

Cluster [{clusterName}] upload failed. Reason [{reason}]

Description

This event occurs when the cluster upload process fails.

SSH tunnel switched

TABLE 390 SSH tunnel switched event

Event SSH tunnel switched

Event Type sshTunnelSwitched

Event Code 833

Severity Major

Attribute "clusterName"="xx", "nodeName"="xx", "nodeMac"="xxX.XX.XX.XX.XX.XX",

"wsgMgmtlp"="xx.xx.xx.xx", "status"="ON->OFF",
"sourceBladeUUID"="054ee469"

Displayed on the web
interface

Node [{nodeName}] SSH tunnel switched [{status}]

Description

This event occurs when the SSH tunnel is switched.

Cluster remove node started

TABLE 391 Cluster remove node started event

Event Cluster remove node started

Event Type removeNodeStarted

Event Code 834

Severity Informational

Attribute "clusterName"="xxx", "nodeName" ="xxx", “nodeMac"="XX:XX:XX:XX:XX"

Ruckus SmartZone 100 and Virtual SmartZone Essentials Alarm and Event Reference Guide, 5.1.2
Part Number: 800-72349-001 Rev A

Events Types
Cluster Events

179



Events Types
Cluster Events

TABLE 391 Cluster remove node started event (continued)

Event

Cluster remove node started

Displayed on the web
interface

Start to remove node [{nodeName}] from cluster [{clusterName}]

Description

This event occurs when the node start is removed.

Node back in service

TABLE 392 Node back in service event

Event Node back in service

Event Type nodeBackTolnService

Event Code 835

Severity Informational

Attribute "clusterName"="xx", "nodeName" ="xxx", "nodeMac"="xx:XX:XX:XX:XX"

Displayed on the web
interface

Node [{nodeName}] in cluster [{clusterName}] is in service

Description

This event occurs when a node status changes to 'in service'.

Resync NTP time

TABLE 393 Resync NTP time event

Event Resync NTP time

Event Type resyncNTPTime

Event Code 837

Severity Major

Attribute "nodeName"="xx", "status"="xx"

Displayed on the web
interface

Node [{nodeName}] resyncs time from [{reason}]. The time difference is
[{status}] seconds.

Description

This event occurs when cluster time is not synchronized.

Disk usage exceed threshold

TABLE 394 Disk usage exceed threshold event

Event Disk usage exceed threshold
Event Type diskUsageExceed

Event Code 838

Severity Critical

Attribute "nodeName"="xx", "status"="xx"

Displayed on the web
interface

The disk usage of node [{nodeName}] is over {status}%.

Description

This event occurs when the disk usage exceeds the threshold limit of 96%.
For event 838, the threshold is 95%.
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Cluster out of service

TABLE 395 Cluster out of service event

Event Cluster out of service
Event Type clusterOutOfService
Event Code 843

Severity Critical

Attribute "clusterName"="xx"

Displayed on the web
interface

Cluster [{clusterName}] is out of service.

Description

This event occurs when the cluster is out of service.

Auto Clearance

This event triggers the alarm 843, which is auto cleared by the event code
808.

Initiated moving APs in node to a new cluster

TABLE 396 Initiated moving APs in node to a new cluster event

Event Initiated moving APs in node to a new cluster
Event Type clusterinitiatedMovingAp

Event Code 844

Severity Informational

Attribute "nodeName"="xxx", "clusterName"="xxx"

Displayed on the web
interface

Initiated moving APs in node [{nodeName}] of cluster [{clusterName}] to a
new cluster.

Description

This event occurs when the command to move the APs in the node to
another cluster is received.

NOTE

Events 845, 846 and 847 are not applicable for SZ.

Cluster upload vSZ-D firmware started

TABLE 397 Cluster upload vSZ-D firmware started event

Event Cluster upload vSZ-D firmware started
Event Type clusterUploadVDPFirmwareStart
Event Code 845

Severity Informational

Attribute "clusterName"="xx"

Displayed on the web
interface

Starting upload vSZ-D firmware in cluster [{clusterName}]

Description

This event occurs when the cluster starts and uploads vSZ-data plane
firmware.
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Cluster upload vSZ-D firmware completed

TABLE 398 Cluster upload vSZ-D firmware completed event

Event Cluster upload vSZ-D firmware completed

Event Type uploadClusterVDPFirmwareSuccess

Event Code 846

Severity Informational

Attribute "clusterName"="xxx" "status"="StartTime:yyyy-MM-dd hh:mm:ss,

EndTime:yyyy-MM-dd hh:mm:ss, Duration:hh:mm:ss"

Displayed on the web
interface

Cluster [{clusterName}] upload vSZ-D firmware completed. [{status}]

Description

This event occurs when the cluster upload process of vSZ-data plane
firmware is successful.

Cluster upload vSZ-D firmware failed

TABLE 399 Cluster upload vSZ-D firmware failed event

Event Cluster upload vSZ-D firmware failed
Event Type uploadClusterVDPFirmwareFailed
Event Code 847

Severity Informational

Attribute "reason"="xxx", "clusterName"="xxx"

Displayed on the web
interface

Cluster [{clusterName}] upload vSZ-D firmware failed. Reason:[{reason}].

Description

This event occurs when the cluster upload process of vSZ-data plane
firmware fails.

Cluster upload AP firmware started

TABLE 400 Cluster upload AP firmware started event

Event Cluster upload AP firmware started
Event Type clusterUploadAPFirmwareStart
Event Code 848

Severity Informational

Attribute "clusterName"="xxx"

Displayed on the web
interface

Starting upload AP firmware in cluster [{clusterName}]

Description

This event occurs when the cluster upload process to the AP firmware
starts.

Cluster upload AP firmware completed

TABLE 401 Cluster upload AP firmware completed event

Event

Cluster upload AP firmware completed

Event Type

clusterUploadAPFirmwareSuccess
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TABLE 401 Cluster upload AP firmware completed event (continued)

Event Cluster upload AP firmware completed
Event Code 849

Severity Informational

Attribute "clusterName"="xxx"

Displayed on the web
interface

Cluster [{clusterName}] upload AP firmware completed.

Description

This event occurs when the cluster upload process to the AP firmware is
successful.

Cluster upload AP firmware failed

TABLE 402 Cluster upload AP firmware failed event

Event Cluster upload AP firmware failed
Event Type clusterUploadAPFirmwareFailed
Event Code 850

Severity Major

Attribute "reason"="xxx", "clusterName"="xxx"

Displayed on the web
interface

Cluster [{clusterName}] upload AP firmware failed. Reason:[{reason}].

Description

This event occurs when the cluster upload process to the AP firmware fails.

Cluster add AP firmware started

TABLE 403 Cluster add AP firmware started event

Event Cluster add AP firmware started
Event Type clusterAddAPFirmwareStart
Event Code 851

Severity Informational

Attribute "clusterName"="xxx"

Displayed on the web
interface

Starting add AP firmware in cluster [{clusterName}]

Description

This event occurs when the cluster add process to the AP firmware process
starts.

Cluster add AP firmware completed

TABLE 404 Cluster add AP firmware completed event

Event Cluster add AP firmware completed
Event Type clusterAddAPFirmwareSuccess
Event Code 852

Severity Informational

Attribute "clusterName"="xxx"
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TABLE 404 Cluster add AP firmware completed event (continued)

Event

Displayed on the web
interface

Description

Cluster add AP firmware completed

Starting add AP firmware in cluster [{clusterName}]

This event occurs when the cluster add process to the AP firmware is
successful.

Cluster add AP firmware failed

TABLE 405 Cluster add AP firmware failed event

Event
Event Type
Event Code
Severity
Attribute

Displayed on the web
interface

Description

Cluster add AP firmware failed
clusterAddAPFirmwareFailed

853

Major

"reason"="xxx", "clusterName"="xxx"

Cluster [{clusterName}] add AP firmware failed. Reason:[{reason}].

This event occurs when the cluster add process to the AP firmware fails.

Cluster name is changed

TABLE 406 Cluster name is changed event

Event
Event Type
Event Code
Severity
Attribute

Displayed on the web
interface

Description

Cluster name is changed
clusterNameChanged
854

Major
"clusterName"="xxx"

Cluster name is changed to [{clusterName}]

This event occurs when the cluster node name is modified. By enabling
email and SNMP notification in the controller user interface (Configuration
> System > Event Management) of the event, SNMP trap and email will be
generated on successful cluster-name modification.

Cluster name change will fail if any node in either a two, three or four node
cluster is out of service. For example, if in a three node cluster, any one
node is powered off or the Ethernet cable is unplugged, cluster name
change will fail.

Unsync NTP Time

TABLE 407 Unsync NTP Time event

Event

Event Type
Event Code

Severity
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TABLE 407 Unsync NTP Time event (continued)

Event

Unsync NTP Time

Attribute

"reason"="xxx", "clusterName"="xxx, "status"="xxx"

Displayed on the web
interface

Node [{nodeName}] time is not synchronized because of [{reason}]. The
time difference is [{status}] seconds.

Description

This event occurs when the cluster time is not synchronized.

Cluster upload KSP file started

TABLE 408 Cluster upload KSP file started event

Event Cluster upload KSP file started
Event Type clusterUploadKspFileStart
Event Code 856

Severity Informational

Attribute "clusterName"="xxx",

Displayed on the web
interface

Cluster [{ clusterName}] upload KSP file completed.

Description

This event occurs when the cluster starts the upload process of the ksp file.

Cluster upload KSP file completed

TABLE 409 Cluster upload KSP file completed event

Event Cluster upload KSP file completed
Event Type clusterUploadKspFileSuccess
Event Code 857

Severity Informational

Attribute "clusterName"="xxx"

Displayed on the web
interface

Starting upload KSP file in cluster [{clusterName}]

Description

This event occurs when the cluster uploads the ksp file successfully.

Cluster upload KSP file failed

TABLE 410 Cluster upload KSP file failed event

Event Cluster upload KSP file failed
Event Type clusterUploadKspFileFailed
Event Code 858

Severity Major

Attribute "clusterName"="xxx"

Displayed on the web
interface

Cluster [{ clusterName}] upload KSP file failed.

Description

This event occurs when the cluster fails to upload the ksp file.

Auto Clearance

This event triggers the alarm 858, which is auto cleared by the event code
857.
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Configuration backup started

TABLE 411 Configuration backup started event

Event Configuration backup started
Event Type clusterCfgBackupStart

Event Code 860

Severity Informational

Attribute "clusterName"="xxx"

Displayed on the web
interface

Cluster [{clusterName}] configuration backup is started.

Description

This event occurs when cluster configuration backup starts.

Configuration backup succeeded

TABLE 412 Configuration backup succeeded

Event Configuration backup succeeded
Event Type clusterCfgBackupSuccess

Event Code 861

Severity Informational

Attribute "clusterName"="xxx"

Displayed on the web
interface

Cluster [{clusterName}] configuration backup succeeded.

Description

This event occurs when cluster backup configuration is successful.

Configuration backup failed

TABLE 413 Configuration backup failed event

Event Configuration backup failed
Event Type clusterCfgBackupFailed
Event Code 862

Severity Major

Attribute "clusterName"="xxx"

Displayed on the web
interface

Cluster [{clusterName}] configuration backup failed.

Description

This event occurs when backup configuration fails.

Auto Clearance

This event triggers the alarm 862, which is auto cleared by the event code
861.

Configuration restore succeeded

TABLE 414 Configuration restore succeeded event

Event Configuration restore succeeded
Event Type clusterCfgRestoreSuccess
Event Code 863
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TABLE 414 Configuration restore succeeded event (continued)

Event Configuration restore succeeded
Severity Informational
Attribute "clusterName"="xxx"

Displayed on the web
interface

Cluster [{clusterName}] configuration restore succeeded.

Description

This event occurs when the cluster restore configuration is successful.

Configuration restore failed

TABLE 415 Configuration restore failed event

Event Configuration restore failed
Event Type clusterCfgRestoreFailed
Event Code 864

Severity Major

Attribute "clusterName"="xxx"

Displayed on the web
interface

Cluster [{clusterName}] configuration restore failed.

Description

This event occurs when the restore configuration fails.

Auto Clearance

This event triggers the alarm 864, which is auto cleared by the event code
863.

AP Certificate Expired

TABLE 416 AP Certificate Expired event

Event AP Certificate Expired
Event Type apCertificateExpire
Event Code 865

Severity Critical

Attribute "count"="XXX"

Displayed on the web
interface

[{count}] APs need to update their certificates.

Description

This event occurs when the AP certificate expires.

Auto Clearance

This event triggers the alarm 865, which is auto cleared by the event code
866.

AP Certificate Updated

TABLE 417 AP Certificate Updated event

Event AP Certificate Updated
Event Type apCertificateExpireClear
Event Code 866

Severity Informational

Attribute "clusterName"="xxx"
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TABLE 417 AP Certificate Updated event (continued)

Event

AP Certificate Updated

Displayed on the web
interface

Clear AP certificate expiration alarm.

Description

This event occurs when the AP certificates are updated.

Configuration restore started

TABLE 418 Configuration restore started event

Event Configuration restore started
Event Type clusterCfgRestoreStarted
Event Code 867

Severity Informational

Attribute "clusterName"="xxx"

Displayed on the web
interface

Cluster [{clusterName}] configuration restore started.

Description

This event occurs when the cluster configuration is restored.

Upgrade SSTable failed

TABLE 419 Upgrade SSTable failed event

Event Upgrade SSTable failed
Event Type upgradeSSTableFailed
Event Code 868

Severity Major

Attribute "nodeName"="xxx"

Displayed on the web
interface

Node [{nodeName}] upgrade SSTable failed.

Description

This event occurs when the upgrade to the SS table fails.

Reindex elastic search finished

TABLE 420 Reindex elastic search finished event

Event Reindex elastic search finished
Event Type Reindex ElasticSearch finished
Event Code 869

Severity Major

Attribute

Displayed on the web
interface

Reindex ElasticSearch finished.

Description

This event occurs when the re-index elastic search is completed.
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Initiated APs contact APR

TABLE 421 Initiated APs contact APR event

Event Initiated APs contact APR
Event Type clusterlnitContactApr
Event Code 870

Severity Major

Attribute "clusterName"="xxx"

Displayed on the web
interface

Cluster [{ clusterName}] initiated APs contact APR

Description

This event occurs on receiving APs contact APR configuration command.

All nodes back in service

TABLE 422 All nodes back in service event

Event All nodes back in service
Event Type allNodeBackTolnService
Event Code 871

Severity Informational

Attribute "clusterName"="xxx"

Displayed on the web
interface

All nodes in cluster [{clusterName}] are back in service.

Description

This event occurs when all nodes are back in service.

Not management service ready

TABLE 423 Not management service ready event

Event Not management service ready

Event Type allServiceOutOfService

Event Code 872

Severity Informational

Attribute “clusterName"="xx", “nodeName"="xx", “reason”="xxx"

Displayed on the web
interface

Not all management services on Node [{nodeName}] in cluster
[{clusterName}] are ready. Reason\:[{reason}].

Description

This event occurs when any applications of the node is down and the
management service state is marked as out of service

Management service ready

TABLE 424 Management service ready event

Event Managementl service ready
Event Type allServicelnService

Event Code 873

Severity Informational
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TABLE 424 Management service ready event (continued)

Event

Managementl service ready

Attribute

“clusterName”="xx", “nodeName"="xx

Displayed on the web
interface

All management services on Node [{nodeName}] in cluster [{clusterName}]

are ready

Description

This event occurs when all applications of the node is in service and the
management service state is marked as in service.

Configuration sync failed

TABLE 425 Configuration sync failedevent

Event Configuration sync failed

Event Type clusterRedundancySyncCfgFailed
Event Code 874

Severity Major

Attribute “clusterName"="xx", “reason”="xxx"

Displayed on the web
interface

Cluster [{clusterName}] configuration sync failed. Reason: [{reason}]

Description

This event occurs when synchronization configuration fails in a cluster
redundancy.

Node IPv6 address added

TABLE 426 Node IPv6 address added event

Event Node IPv6 address added

Event Type nodelPv6Added

Event Code 2501

Severity Informational

Attribute “nodeMac”="xxx", “ifName"=" XX:XX:XX:XX:XX:XX", “IP"="XX: XX XX XX XX:XX"

Displayed on the web
interface

Network interface [{networkinterface| |ifName}] on node [{nodeName}]
added IPv6 address [{ip}].

Description

This event occurs when the node adds the IPv6 address.

Node IPv6 address deleted

TABLE 427 Node IPv6 address deleted event

Event Node IPv6 address deleted

Event Type nodelPv6Deleted

Event Code 2502

Severity Informational

Attribute “nodeMac”="xxx", “ifName"=" Xx:XX:XX:XX:XX:XX", “Ip"="XX: XX XX: XX XX:XX"

Displayed on the web
interface

Network interface [{networkinterface| |ifName}] on node [{nodeName}]
deleted IPv6 address [{ip}].

Description

This event occurs when the node deletes the IPv6 address.
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NOTE

Refer to Cluster Alarms on page 47.

Configuration Events

Following are events related to configuration.

*  Configuration updated on page 191

* Configuration update failed on page 191

*  Configuration receive failed on page 192

* Incorrect flat file configuration on page 192

e Zone configuration preparation failed on page 192

* AP configuration generation failed on page 193

e  End-of-life AP model detected on page 193
*  VLAN configuration mismatch on non-DHCP/NAT WLAN on page 193
*  VLAN configuration mismatch on a DHCP/NAT WLAN on page 194

Configuration updated

TABLE 428 Configuration updated event

Event Configuration updated

Event Type cfgUpdSuccess

Event Code 1007

Severity Informational

Attribute “ctriBladeMac"="aa:bb:cc:dd:ee:ff" “srcProcess”="cnr" “realm”="NA"

“processName”="aut” "SZMgmtlp"="2.2.2.2" “cause”="detail of the
configuration applied”

Displayed on the web
interface

Configuration [{cause}] applied successfully in [{processName}] process at
{produce.short.name} [{SZMgmtIp}]

Description

This event occurs when the configuration notification receiver (CNR)
process successfully applies the configuration to the modules.

Configuration update failed

TABLE 429 Configuration update failed event

Event Configuration update failed

Event Type cfgUpdFailed

Event Code 1008

Severity Debug

Attribute “ctriBladeMac"="aa:bb:cc:dd:ee:ff" , "srcProcess"="cnr" "realm"="NA"

"processName"="aut" "SZMgmtlp"="x.x.x.x" "cause"="xx"

Displayed on the web
interface

Failed to apply configuration [{cause}] in [{processName}] process at
{produce.short.name} [{SZMgmtIp}].
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TABLE 429 Configuration update failed event (continued)

Event

Configuration update failed

Description

This event occurs when the CNR receives a negative acknowledgment when
applying the configuration settings to the module. Possible cause is that a
particular process/module is down.

Configuration receive failed

TABLE 430 Configuration receive failed event

Event Configuration receive failed

Event Type cfgRevFailed

Event Code 1009

Severity Debug

Attribute “ctriBladeMac"="aa:bb:cc:dd:ee:ff" “srcProcess"="cnr"” “realm”="NA"

"SZMgmtlp"="2.2.2.2" “cause”= "mention the configuration that is not
received properly”

Displayed on the web
interface

Failed to fetch configuration [{cause}] by CNR in {produce.short.name}
[{SZMgmtlIp}].

Description

This event occurs when the CNR receives an error or negative
acknowledgment/improper/incomplete information from the configuration
change notifier (CCN).

Incorrect flat file configuration

TABLE 431 Incorrect flat file configuration event

Event Incorrect flat file configuration

Event Type incorrectFlatFileCfg

Event Code 1012

Severity Major

Attribute “ctriBladeMac"="aa:bb:cc:dd:ee:ff" “srcProcess"="aut” “realm"="NA"

"SZMgmtlp"="2.2.2.2" “cause”="mention the configuration that is not
received properly” “file"="mention the config file name”

Displayed on the web
interface

[{srcProcess}] detected an configuration parameter is incorrectly
configured in file [{file}] at {produce.short.name} [{SZMgmtlIp}].

Description

This event occurs when any flat file configuration parameter is not
semantically or syntactically correct.

Zone configuration preparation failed

TABLE 432 Zone configuration preparation failed event

Event Zone configuration preparation failed

Event Type zoneCfgPrepareFailed

Event Code 1021

Severity Major

Attribute "nodeMac"="50:A7:33:24:E7:90","zoneName"="openZone"
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TABLE 432 Zone configuration preparation failed event (continued)

Event

Zone configuration preparation failed

Displayed on the web
interface

Failed to prepare zone [{zoneName}] configuration required by ap
configuration generation

Description

This event occurs when the controller is unable to prepare a zone
configuration required by the AP.

AP configuration generation failed

TABLE 433 AP configuration generation failed event

Event AP configuration generation failed

Event Type apCfgGenFailed

Event Code 1022

Severity Major

Attribute "nodeMac"="50:A7:33:24:E7:90","zoneName"="openZone",

"apCfgGenFailedCount"="25"

Displayed on the web
interface

Failed to generate configuration for [{apCfgGenFailedCount}] AP(s) under
zone[{zoneName}].

Description

This event occurs when the controller fails to generate the AP configuration
under a particular zone.

End-of-life AP model detected

TABLE 434 End-of-life AP model detected event

Event End-of-life AP model detected

Event Type cfgGenSkippedDueToEolAp

Event Code 1023

Severity Major

Attribute “nodeMac”="50:A7:33:24:E7:90","zoneName"="openZone","model"="R300,T

300"

Displayed on the web
interface

Detected usage of end-of-life ap model(s)[{model}] while generating
configuration for AP(s) under zone[{zoneName}].

Description

This event occurs when the controller detects the AP model's end-of-life
under a certain zone.

VLAN configuration mismatch on non-DHCP/NAT WLAN

TABLE 435 VLAN configuration mismatch on non-DHCP/NAT WLAN event

Event VLAN configuration mismatch detected between configured and resolved
VLAN with DVLAN/VLAN pooling configuration on non-DHCP/NAT WLAN.

Event Type apCfgNonDhcpNatWlanVlanConfigMismatch

Event Code 1024

Severity Critical

Attribute "ssid"="xxxx", "configuredVlan"="5", "vlanld"="11",

"apMac"="XX XX XX XX XX XX"
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TABLE 435 VLAN configuration mismatch on non-DHCP/NAT WLAN event (continued)

Event

VLAN configuration mismatch detected between configured and resolved
VLAN with DVLAN/VLAN pooling configuration on non-DHCP/NAT WLAN.

interface

Displayed on the web DHCP/NAT gateway AP [{apMac}] detected VLAN configuration mismatch

on non-DHCP/NAT WLAN [{ssid}]. Configured VLAN is [{configuredVlan}]
and resolved VLAN is [{vlanld}]. Clients may not be able to get IP or access
Internet.

Descripti

on This event occurs when the AP detects a non DHCP/NAT WLAN. VLAN
configuration mismatches with DVLAN/VLAN pooling configuration on
gateway AP.

VLAN configuration mismatch on a DHCP/NAT WLAN

TABLE 436 VLAN configuration mismatch on DHCP/NAT WLAN event

Event VLAN configuration mismatch detected between configured and resolved
VLAN with DVLAN/VLAN pooling configuration on DHCP/NAT WLAN

Event Type apCfgDhcpNatWlanVlanConfigMismatch

Event Code 1025

Severity Critical

Attribute "ssid"="xxxx", "vlanID"="xxxx",
"configuredVlan"="5","vlanld"="11","apMac"="XX:XX:XX:XX:XX:XX"

Displayed on the web DHCP/NAT gateway AP [apMac}] detected VLAN configuration mismatch on

interface DHCP/NAT WLAN [{ssid}]. Configured VLAN is [{configuredVlan}] and
resolved VLAN is [{vlanld}]. Clients may not be able to get IP or access
Internet.

Description This event occurs when the AP detects a DHCP/NAT WLAN. VLAN
configuration mismatches with DVLAN/VLAN pooling configuration on
gateway AP.

NOTE
Refer to Configuration Alarms on page 57.

Datablade Events

The following are the events related to Datablade Based Service.
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DP integrity test failed on page 195

DP CLI enable failed on page 195

DP re-authentication on page 195

DP password min length updated on page 196
DP password changed on page 196

DP enable password changed on page 196

DP https authentication failed on page 197

DP certificate uploaded on page 197

DP Scg FQDN updated on page 197

DP initial upgrade on page 197

DP discontinuous time change NTP server DP Ntp time sync on page 198

Ruckus SmartZone 100 and Virtual SmartZone Essentials Alarm and Event Reference Guide, 5.1.2

Part Number: 800-72349-001 Rev A



* DPuserlogin on page 198

e DPuser login failed on page 198

e DPuserlogout on page 199

* DPaccount locked on page 199

e DP sessionidle updated on page 199

e DP sessionidle terminated on page 199
e DP SSH tunnel failed on page 200

e DP https connection failed on page 200

e DPIPsectunnel create failed on page 200

DP integrity test failed

TABLE 437 DP integrity test failed event

Event DP integrity test failed
Event Type dplntegrityTestFailed
Event Code 99200

Severity Informational
Attribute "dpKey"="XXXX"

Displayed on the web
interface

Data plane [{dpKey}] self integrity test failed

Description

This event occurs when the data plane self integrity test failed.

DP CLI enable failed

TABLE 438 DP CLI enable failed event

Event DP CLI enable failed

Event Type dpCliEnableFailed

Event Code 99201

Severity Informational

Attribute "dpKey"="XXXX","source"="x.x.x.x/console"

Displayed on the web
interface

Data plane [{dpKey}] CLI enabled failed, [{source}].

Description

This event occurs when the data plane CLI enabled failed.

DP re-authentication

TABLE 439 DP re-authentication event

Event DP re-authentication

Event Type dpReAuth

Event Code 99202

Severity Informational

Attribute "dpKey"="XXXX","Source"="x.x.x.x/console/WebGUI"
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TABLE 439 DP re-authentication event (continued)

Event

DP re-authentication

Displayed on the web
interface

Data plane [{dpKey}] attempt to re-authenticate, [{source}].

Description

This event occurs when the data plane attempt to re-authenticate.

DP password min length updated

TABLE 440 DP password min length updated event

Event DP password min length updated

Event Type dpPasswordMinLengthUpdated

Event Code 99203

Severity Informational

Attribute "dpKey"="XXXX","Source"="x.x.x.x/console/webGUI"

Displayed on the web
interface

Data plane [{dpKey}] min password length changed, [{source}].

Description

This event occurs when the data plane min password length changed.

DP password changed

TABLE 441 DP password changed event

Event DP password changed

Event Type dpPasswordChanged

Event Code 99204

Severity Informational

Attribute "dpKey"="XXXX","Source"="x.x.x.x/console/webGUI"

Displayed on the web
interface

Data plane [{dpKey}] password changed, [{source}].

Description

This event occurs when the data plane password changed.

DP enable password changed

TABLE 442 DP enable password changed event

Event DP enable password changed

Event Type dpEnablePasswordChanged

Event Code 99205

Severity Informational

Attribute "dpKey"="XXXX","Source"="x.x.x.x/console"

Displayed on the web
interface

Data plane [{dpKey}] enable password changed, [{source}].

Description

This event occurs when the data plane enable password changed.
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DP https authentication failed

TABLE 443 DP https authentication failed event

Event DP https authentication failed
Event Type dpHttpsAuthFailed

Event Code 99206

Severity Informational

Attribute "dpKey"="XXXX","reason"="xxx"

Displayed on the web
interface

Data plane [{dpKey}] certificate verification failed, [{source}].

Description

This event occurs when the data plane certificate verification failed.

DP certificate uploaded

TABLE 444 DP certificate uploaded event

Event DP certificate uploaded
Event Type dpCertUploaded

Event Code 99207

Severity Informational

Attribute "dpKey"="XXXX"

Displayed on the web
interface

Data plane [{dpKey}] certificate trusted CA chain uploaded.

Description

This event occurs when the data plane certificate trusted CA chain
uploaded.

DP Scg FQDN updated

TABLE 445 DP Scg FQDN updated event

Event DP Scg FQDN updated

Event Type dpScgFqdnUpdated

Event Code 99208

Severity Informational

Attribute "dpKey"="XXXX","fqdn"="xxX.XXX.XXX"

Displayed on the web
interface

SZ [{scgIP}] FQDN [{fqdn}] setting on DP [{dpKey}].

Description

This event occurs when the SZ FQDN setting on data plane.

DP initial upgrade

TABLE 446 DP initial upgrade event

Event DP initial upgrade
Event Type dplnitUpgrade
Event Code 99210

Severity Informational
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TABLE 446 DP initial upgrade event (continued)

Event

DP initial upgrade

Attribute

"deey"="XXXX", "source"="xxx"

Displayed on the web
interface

Data plane [{dpKey}] initiate to upgrade, [{source}].

Description

This event occurs when the data plane initiate to upgrade.

DP discontinuous time change NTP server DP Ntp time sync

TABLE 447 DP discontinuous time change NTP server DP Ntp time sync event

Event DP discontinuous time change NTP server DP Ntp time sync
Event Type dpDiscontinuousTimeChangeNTPServerdpNtpTimeSync

Event Code 99211

Severity Informational

Attribute "dpKey"="XXXX","before"="XXXX","after"="XXXX","source"="x.x.x.x"

Displayed on the web
interface

Data plane [{dpKey}] time change due to ntp sync, from [{before}] to
[{after}], Source: [{source}].

Description

This event occurs when the data plane time change due to ntp sync.

DP user login

TABLE 448 DP user login event

Event DP user login

Event Type dpUserLogin

Event Code 99212

Severity Informational

Attribute "dpKey"="XXXX","Source"="x.x.x.x/console"

Displayed on the web
interface

User login into data plane [{dpKey}], Source: [{source}].

Description

This event occurs when the user login into data plane.

DP user login failed

TABLE 449 DP user login failed event

Event DP user login failed

Event Type dpUserLoginFailed

Event Code 99213

Severity Informational

Attribute "dpKey"="XXXX","Source"="x.x.x.x/console"

Displayed on the web
interface

User login into data plane [{dpKey}] and failed, Source: [{source}].

Description

This event occurs when the user login into data plane and failed.
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DP user logout

TABLE 450 DP user logout event

Event DP user logout

Event Type dpUserLogout

Event Code 99214

Severity Informational

Attribute "dpKey"="XXXX","Source"="x.x.x.x/console"

Displayed on the web
interface

User logout to data plane [{dpKey}], Source: [{source}].

Description

This event occurs when the user logout to data plane.

DP account locked

TABLE 451 DP account locked event

Event DP account locked
Event Type dpAccountLocked
Event Code 99215

Severity Informational
Attribute "dpKey"="XXXX"

Displayed on the web
interface

User account was locked, data plane: [{dpKey}].

Description

This event occurs when the user account was locked.

DP session idle updated

TABLE 452 DP session idle updated event

Event DP session idle updated

Event Type dpSessionldleUpdated

Event Code 99220

Severity Informational

Attribute "dpKey"="XXXX","sessionldle"="xx","Source"="console/webGui"

Displayed on the web
interface

Data plane [{dpKey}] session timeout [{sessionldle}] change, [{source}].

Description

This event occurs when the data plane session timeout change.

DP session idle terminated

TABLE 453 DP session idle terminated event

Event DP session idle terminated
Event Type dpSessionldleTerminated
Event Code 99221

Severity Informational
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TABLE 453 DP session idle terminated event (continued)

Event

DP session idle terminated

Attribute

"dpKey"="XXXX","Source"="x.x.x.x/console"

Displayed on the web
interface

Data plane [{dpKey}] session terminated due to timeout, [{source}].

Description

This event occurs when the data plane session terminated due to timeout.

DP SSH tunnel failed

TABLE 454 DP SSH tunnel failed event

Event DP SSH tunnel failed

Event Type dpSshTunnFailed

Event Code 99230

Severity Informational

Attribute "dpKey"="XXXX","scgIP"="x.X.X.X"

Displayed on the web
interface

Data plane [{dpKey}] establish ssh tunnel failed, SZ [{scgIP}].

Description

This event occurs when the data plane establish ssh tunnel failed.

DP https connection failed

TABLE 455 DP https connection failed event

Event DP https connection failed
Event Type dpHttpsConnFailed

Event Code 99231

Severity Informational

Attribute "dpKey"="XXXX","scgIP"="x.x.x.X"

Displayed on the web
interface

Data plane [{dpKey}] https connection failed, SZ [{scgIP}].

Description

This event occurs when the data plane https connection failed.

DP IPsec tunnel create failed

TABLE 456 DP IPsec tunnel create failed event

Event DP IPsec tunnel create failed

Event Type dplPsecTunnCreateFailed

Event Code 99240

Severity Informational

Attribute "dpKey"="XXXX","dpIP"="x.x.x.X",apIP"="x.X.x.X"

Displayed on the web
interface

Data plane [{dpKey&&dplIP}] IPsec tunnel establishment failed, AP [{apIP}].

Description

This event occurs when the data plane IPsec tunnel establishment failed.
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Data Plane Events

Following are the events related to data plane.

Events Types
Data Plane Events

Data plane discovered on page 201

Data plane discovery failed on page 202

Data plane configuration updated on page
202

Data plane configuration update failed on
page 202

Data plane heartbeat lost on page 203

Data plane IP address updated on page 203

Data plane updated to a new control plane on
page 203

Data plane status update failed on page 204

Data plane statistics update failed on page
204

Data plane connected on page 204

Data plane disconnected on page 205

Data plane physical interface down on page
205

Data plane physical interface up on page 205

Data plane packet pool is under low water
mark on page 206

Data plane packet pool is under critical low
water mark on page 206

Data plane packet pool is above high water
mark on page 206

Data plane core dead on page 207

Data plane process restarted on page 207

Data plane discovery succeeded on page 207

Data plane managed on page 208

Data plane deleted on page 208

Data plane license is not enough on page 208

Data plane upgrade started on page 209

Data plane upgrading on page 209

Data plane upgrade succeeded on page 209

Data plane upgrade failed on page 209

Data plane of data center side successfully
connects to the CALEA server on page 210

Data plane of data center side fails to connect
to the CALEA server on page 210

Data plane successfully connects to the other
data plane on page 211

Data plane fails to connect to the other data
plane on page 211

Data plane disconnects to the other data
plane on page 211

Start CALEA mirroring client in data plane on
page 212

Data plane DHCP IP pool usage rate is 100
percent on page 212

Data plane DHCP IP pool usage rate is 80
percent on page 213

Data plane NAT session capacity usage rate is
80 percent on page 213

Data plane NAT session capacity usage rate is
100 percent on page 214

Data plane DHCP IP capacity usage rate is 80
percent on page 214

Data plane DHCP IP capacity usage rate is 100
percent on page 214

dplpmiThempBB on page 215

dplpmiThempP on page 215

dplpmiFan on page 216

dplpmiREThempBB on page 216

dplpmiREThempP on page 217

dplpmiREFan on page 217

Data plane backup success on page 217

Data plane backup failed on page 218

Data plane restore success on page 218

Data plane restore failed on page 218

Remote Administration Start on page 219

Remote Administration Stop on page 219

Data plane discovered

TABLE 457 Data plane discovered event

Event

Data plane discovered

Event Type dpDiscoverySuccess (server side detect)

Event Code 501

Severity Informational

Attribute “dpKey"="XX:XX:XXXXXXXX", “WSGIP"="XXX. XXX XXX.XXX"

Displayed on the web
interface

Data plane [{dpName&&dpKey}] sent a connection request to
{produce.short.name} [{cpName| |wsgIP}].

Description

controller.

This event occurs when the data plane successfully connects to the
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Data plane discovery failed

TABLE 458 Data plane discovery failed event

Event Data plane discovery failed

Event Type dpDiscoveryFail (detected on the server side)

Event Code 502

Severity Informational

Attribute “dpKey"="XX:XXXXXXXXXX", “WSGIP"="XXX . XXX.XXX.XXX"

Displayed on the web
interface

Data plane [{dpName&&dpKey}] failed to send a discovery request to
{produce.short.name} [{cpName| |wsgIP}].

Description

This event occurs when the data plane fails to connect to the controller.

Data plane configuration updated

TABLE 459 Data plane configuration updated event

Event Data plane configuration updated

Event Type dpConfUpdated

Event Code 504

Severity Informational

Attribute "dpKey"="xx:xx:xx:xx:xx:xx", "configID"= "123456781234567"

Displayed on the web
interface

Data plane [{dpName&&dpKey}] updated to configuration [{configID}].

Description

This event occurs when the data plane configuration is updated.

Data plane configuration update failed

TABLE 460 Data plane configuration update failed event

Event Data plane configuration update failed

Event Type dpConfUpdateFailed

Event Code 505

Severity Major

Attribute “dpKey"="xx:xx:xx:xx:xx:xx", “config|D"=" 123456781234567"

Displayed on the web
interface

Data plane [{dpName&&dpKey}] failed to update to configuration
[{configID}]

Description

This event occurs when the data plane configuration update fails.

Auto Clearance

This event triggers the alarm 501, which is auto cleared by the event code
504.
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Data plane rebooted

NOTE

This event is not applicable for SZ.

TABLE 461 Data plane rebooted event

Event Data plane rebooted

Event Type dpReboot (server side detect)
Event Code 506

Severity Minor

Attribute “dpKey"="XX:XX: XX XX XX:XX",

Displayed on the web
interface

Data plane [{dpName| | dpKey}] rebooted

Description

This event occurs when the data plane is rebooted.

Data plane heartbeat lost

TABLE 462 Data plane heartbeat lost event

Event Data plane heartbeat lost

Event Type dpLostConnection (detected on the server side)
Event Code 507

Severity Informational

Attribute “dpKey"="XX:XXXXXXXX:XX",

Displayed on the web
interface

Data plane [{dpName&&dpKey}] heartbeat lost.

Description

This event occurs when the data plane heartbeat lost.

Data plane IP address updated

TABLE 463 Data plane IP address updated event

Event Data plane IP address updated
Event Type dplPChanged

Event Code 508

Severity Informational

Attribute “dpKey"="XX:XXXXXXXX:XX",

Displayed on the web
interface

Data plane [{dpName&&dpKey}] IP address changed

Description

This event occurs when the IP address of the data plane is modified.

Data plane updated to a new control plane

TABLE 464 Data plane updated to a new control plane event

Event

Data plane updated to a new control plane

Event Type

dpChangeControlBlade

Ruckus SmartZone 100 and Virtual SmartZone Essentials Alarm and Event Reference Guide, 5.1.2
Part Number: 800-72349-001 Rev A

Events Types
Data Plane Events

203



Events Types
Data Plane Events

TABLE 464 Data plane updated to a new control plane event (continued)

Event Data plane updated to a new control plane

Event Code 509

Severity Informational

Attribute “dpKey"="Xx:xX:XX:XX:XX:XX", “0ldWSgIP"="XXX.XXX.XXX.XXX",

“Newwsg|P"="XXX.XXX.XXX.XXX"

Displayed on the web
interface

Data plane [{dpName&&dpKey}] switched from {produce.short.name}
[{oldCpName| | oldwsgIP}] to [{cpName | | newwsgIP}].

Description

This event occurs when the data plane connects to a new controller
instance.

Data plane status update failed

TABLE 465 Data plane status update failed event

Event Data plane status update failed

Event Type dpUpdateStatusFailed

Event Code 510

Severity Minor

Attribute “dpKey"="XX:XX:XXXXXXXX", “WSGIP"="XXX.XXX.XXX.XXX"

Displayed on the web
interface

Data plane [{dpName&&dpKey}] failed to update its status to
{produce.short.name} [{cpName| |wsgIP}].

Description

This event occurs when the data plane fails to update its status on the
controller.

Data plane statistics update failed

TABLE 466 Data plane statistics update failed event

Event Data plane statistics update failed

Event Type dpUpdateStatisticFailed

Event Code 511

Severity Minor

Attribute “dpKey"="XxX:XX:XXXXXXXX", “WSGIP"="XXX . XXX.XXX.XXX"

Displayed on the web
interface

Data plane [{dpName&&dpKey}] failed to update its statistics to
{produce.short.name} [{cpName| |wsgIP}].

Description

This event occurs when the data plane fails to update statistics to the
controller.

Data plane connected

TABLE 467 Data plane connected event

Event Data plane connected

Event Type dpConnected

Event Code 512

Severity Informational

Attribute “dpKey"="X)X:XXXXXXXXXX", “WSGIP"="XXX.XXX.XXX.XXX"
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TABLE 467 Data plane connected event (continued)

Event

Data plane connected

Displayed on the web
interface

Data plane [{dpName&&dpKey}] connected to {produce.short.name}
[{cpName| |wsglIP}1.

Description

This event occurs when the data plane connects to the controller.

Data plane disconnected

TABLE 468 Data plane disconnected event

Event Data plane disconnected

Event Type dpDisconnected

Event Code 513

Severity Critical

Attribute “dpKey"="XX:XXXXXXXXXX", “WSGIP"="XXX.XXX.XXX.XXX"

Displayed on the web
interface

Data plane [{dpName&&dpKey}] disconnected from {produce.short.name}
[{cpName| |wsglP}], Reason: [{reason}].

Description

This event occurs when the data plane disconnects from the controller.

Auto Clearance

This event triggers the alarm 503, which is auto cleared by the event code
512.

Data plane physical interface down

TABLE 469 Data plane physical interface down event

Event Data plane physical interface down
Event Type dpPhylnterfaceDown

Event Code 514

Severity Critical

Attribute “portID"="xx", “dpKey"="XX:XX:XX:XX:XX:XX"

Displayed on the web
interface

Network link of port [{portID}] on data plane [{dpName&&dpKey}] is down.

Description

This event occurs when the network link of the data plane is down.

Auto Clearance

This event triggers the alarm 504, which is auto cleared by the event code
515.

Data plane physical interface up

TABLE 470 Data plane physical interface up event

Event Data plane physical interface up

Event Type dpPhylnterfaceUp

Event Code 515

Severity Informational

Attribute “portID"="xx", “dpKey"="XX:XX:XX:XX:XX:XX"

Displayed on the web Network link of port [{portID}] on data plane [{dpName&&dpKey}] is up.
interface
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TABLE 470 Data plane physical interface up event (continued)

Event

Data plane physical interface up

Description

This event occurs when the network link of the data plane is UP.

Data plane packet pool is under low water mark

TABLE 471 Data plane packet pool is under low water mark event

Event Data plane packet pool is under low water mark
Event Type dpPktPoolLow

Event Code 516

Severity Informational

Attribute "dpKey"="xx:xx:xx:xx:xx:xx", "id"="x"

Displayed on the web
interface

Pool [{id}] on data plane [{dpName&&dpKey}] is under low-water mark.

Description

This event occurs when the data core packet pool is below the water mark
level.

Auto Clearance

This event triggers the alarm 516, which is auto cleared by the event code
518.

Data plane packet pool is under critical low water mark

TABLE 472 Data plane's packet pool is under critical low water mark event

Event Data plane packet pool is under critical low water mark
Event Type dpPktPoolCriticalLow

Event Code 517

Severity Major

Attribute dpKey="Xx:xx:Xx:xx:xx:xx", "id"="x"

Displayed on the web
interface

Pool [{id}] on data plane [{dpName&&dpKey}] is under critical low-water
mark.

Description

This event occurs when the data core packet pool reaches the critical water
mark level.

Data plane packet pool is above high water mark

TABLE 473 Data plane packet pool is above high water mark event

Event Data plane packet pool is above high water mark
Event Type dpPktPoolRecover

Event Code 518

Severity Informational

Attribute dpKey="xx:xx:xx:xx:xx:xx", "id"="x"

Displayed on the web
interface

Pool [{id}] on data plane [{dpName&&dpKey}] is above high-water mark

Description

This event occurs when the data plane's packet pool is recovered when it is
above the high-water mark.
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Data plane core dead

TABLE 474 Data plane core dead event

Event Data plane core dead
Event Type dpCoreDead

Event Code 519

Severity Major

Attribute dpKey="XX:XX:XX:XX:XX:XX"

Displayed on the web
interface

Data plane [{dpName&&dpKey}] has dead data core.

Description

This event occurs when one or multiple data core packet pool is lost /dead.

Data plane process restarted

TABLE 475 Data plane process restarted event

Event Data plane process restarted

Event Type dpProcessRestart

Event Code 520

Severity Major

Attribute dpKey="xx:xx:Xx:xx:xx:xx", processName="xxxx"

Displayed on the web
interface

[{processName}] process got re-started on data plane
[{dpName&&dpKey}].

Description

This event occurs when a process in the data plane restarts since it fails to
pass the health check.

NOTE

Event 530 is not applicable for SZ.

Data plane discovery succeeded

TABLE 476 Data plane discovery succeeded event

Event Data plane discovery succeeded

Event Type dpDiscoverySuccess

Event Code 530

Severity Informational

Attribute “dpKey"="XX:XX:XXXXXXXX", “WSGIP"="XXX. XXX XXX.XXX"

Displayed on the web
interface

Data plane [{dpName&&dpKey}] sent a discovery request to
{produce.short.name} [{wsgIP}]

Description

This event occurs when data plane sends a discovery request to the
{produce.short.name} successfully.

NOTE

Event 532 is not applicable for SZ.
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Data plane managed

TABLE 477 Data plane managed event

Event Data plane managed

Event Type dpStatusManaged

Event Code 532

Severity Informational

Attribute “dpKey"="XX:XX:XXXXXXXX", “WSGIP"="XXX.XXX.XXX.XXX"

Displayed on the web
interface

Data plane [{dpName&&dpKey}] approved by {produce.short.name}
[{wsglIP}].

Description

This event occurs when data plane is approved by the
{produce.short.name}.

NOTE

Events 537 to 553 are not applicable for SZ.

Data plane deleted

TABLE 478 Data plane deleted event

Event Data plane deleted

Event Type dpDeleted

Event Code 537

Severity Informational

Attribute “dpKey"="XXX.XXX.XXX.XXX"

Displayed on the web
interface

Data plane [{dpName&&dpKey}] deleted.

Description

This event occurs when data plane is deleted.

Data plane license is not enough

TABLE 479 Data plane license is not enough event

Event Data plane license is not enough
Event Type dpLicenselnsufficient

Event Code 538

Severity Major

Attribute "count"=<delete-vdp-count>

Displayed on the web
interface

Data plane license is not enough, [{count}] instance of data plane will be
deleted.

Description

This event occurs when data plane licenses are insufficient.
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Data plane upgrade started

TABLE 480 Data plane upgrade started event

Event Data plane upgrade started
Event Type dpUpgradeStart

Event Code 550

Severity Informational

Attribute “dpKey"="XX: XX XX XX XX:XX"

Displayed on the web
interface

Data plane [{dpName&&dpKey}Istarted the upgrade process.

Description

This event occurs when data plane starts the upgrade process.

Data plane upgrading

TABLE 481 Data plane upgrading event

Event Data plane upgrading
Event Type dpUpgrading

Event Code 551

Severity Informational

Attribute “dpKey"="XX: XX XX XX XXXX"

Displayed on the web
interface

Data plane [{dpName&&dpKey}] is upgrading.

Description

This event occurs when data plane starts to upgrade programs and
configuration.

Data plane upgrade succeeded

TABLE 482 Data plane upgrade succeeded event

Event Data plane upgrade succeeded
Event Type dpUpgradeSuccess

Event Code 552

Severity Informational

Attribute “dpKey"="XX:XXXX XX XX XX

Displayed on the web
interface

Data plane [{dpName&&dpKey}] has been upgraded successfully..

Description

This event occurs when data plane upgrade is successful.

Data plane upgrade failed

TABLE 483 Data plane upgrade failed event

Event Data plane upgrade failed
Event Type dpUpgradeFailed

Event Code 553

Severity Major

Ruckus SmartZone 100 and Virtual SmartZone Essentials Alarm and Event Reference Guide, 5.1.2
Part Number: 800-72349-001 Rev A

Events Types
Data Plane Events

209



Events Types
Data Plane Events

TABLE 483 Data plane upgrade failed event (continued)

Event

Data plane upgrade failed

Attribute

7

“dpKey”="XX:XXXX XX XX XX

Displayed on the web
interface

Data plane [{dpName&&dpKey}] failed to upgrade.

Description

This event occurs when data plane upgrade fails.

Auto Clearance

This event triggers the alarm 553, which is auto cleared by the event code
552.

NOTE

Refer to Data Plane Alarms on page 60.

Data plane of data center side successfully connects to the CALEA

server

NOTE

Events 1257 to 1267 are not applicable to SZ300/SZ100.

TABLE 484 Data plane of data center side successfully connects to the CALEA server event

Event Data plane of data center side successfully connects to the CALEA server
Event Type dpDcToCaleaConnected

Event Code 1257

Severity Informational

Attribute "dpKey"="xx:xx:xx:xx:xx:xx", "caleaServerIP"="XXX.XXX.XXX.XXX",

"dpIP"="XX.XX.XX.XX", "reason"="xxxxxx"

Displayed on the web
interface

Data Plane of Data Center side [{dpName&&dpKey}] successfully connects
to the CALEA server[{caleaServer|P}].

Description

This event occurs when the data plane successfully connects to the CALEA
server.

Data plane of data center side fails to connect to the CALEA server

NOTE

Events 1257 to 1267 are not applicable to SZ300/5Z100.

TABLE 485 Data plane of data center side fails to connect to the CALEA server event

Event Data plane of data center side fails to connect to the CALEA server.
Event Type dpDcToCaleaConnectFail

Event Code 1258

Severity Major

Attribute "dpKey"="xx:xx:xx:xx:xx:xx", "caleaServer|P"="XxX.XXX.XXX.XXX",

"dpIP"="XX.XX.XX.XX", "reason"="xxxxxx"

Displayed on the web
interface

Data Plane of Data Center side [{dpName&&dpKey}] fails to connects to the
CALEA server[{caleaServerIP}]

Description

This event occurs when the data plane fails to connect to the CALEA server.

Auto Clearance

This event triggers the alarm 1258, which is auto cleared by the event code
1257.
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Data plane successfully connects to the other data plane

NOTE

Events 1257 to 1267 are not applicable to SZ300/SZ100.

TABLE 486 Data plane successfully connects to the other data plane event

Event Data plane successfully connects to the other data plane
Event Type dpP2PTunnelConnected

Event Code 1260

Severity Informational

Attribute "dpKey"="xXx:XX:xx:Xx:xx:XX", "dpIP"="XX.XX.XX.XX",

"targetDpKey"="xx:XxX:xx:xx:xx:xx", "targetDplp"="XXX.XXX.XXX.XXX"

Displayed on the web
interface

Data Plane [{dpName&&dpKey}] successfully connects to the other Data
Plane[{targetDpKey&&targetDplp}]

Description

This event occurs when the data plane connects to another data plane.

Data plane fails to connect to the other data plane

NOTE

Events 1257 to 1267 are not applicable to SZ300/5Z100.

TABLE 487 Data plane fails to connect to the other data plane event

Event Data plane fails to connect to the other data plane
Event Type dpP2PTunnelConnectFail

Event Code 1261

Severity Warning

Attribute "dpKey"="xx:xx:xx:xx:xx:Xx", "dpIP"="XX.XX.XX.XX",

"targetDpKey"="Xx:xx:Xx:xx:xx:xX", "targetDplp"="XXX.XXX.XXX.XXX"

Displayed on the web
interface

Data Plane[{dpName&&dpKey}] fails connects to the other Data
Plane[{targetDpKey&&targetDplp}]

Description

This event occurs when the data plane fails to connect to another data
plane.

Auto Clearance

This event triggers the alarm 1261, which is auto cleared by the event code
1260.

Data plane disconnects to the other data plane

NOTE

Events 1257 to 1267 are not applicable to SZ300/SZ100.

TABLE 488 Data plane disconnects to the other data plane event

Event Data plane disconnects to the other data plane

Event Type dpP2PTunnelDisconnected

Event Code 1262

Severity Major

Attribute "dpKey"="xx:XX:xx:XX:xx:XX", "dpIP"="XX.XX.XX.XX",
"targetDpKey"="xx:xx:xx:xx:xx:xx","targetDplp"="XxX.XXX.XXX.XXX"
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TABLE 488 Data plane disconnects to the other data plane event (continued)

Event

Data plane disconnects to the other data plane

Displayed on the web
interface

Data Plane[{dpName&&dpKey}] disconnects to the other Data
Plane[{targetDpKey&&targetDplp}]

Description

This event occurs when the data plane disconnects from another data
plane.

Start CALEA mirroring client in data plane

NOTE

Events 1257 to 1267 are not applicable to SZ300/5Z100.

TABLE 489 Start CALEA mirroring client in data plane event

Event Start CALEA mirroring client in data plane

Event Type dpStartMirroringClient

Event Code 1263

Severity Informational

Attribute "clientMac"="xx:xx:xx:xx:xx:xx", "ssid"="xxxxx", "apMac"="Xx:XX:XX:XX:XX:XX",

"aplpAddress"="xx.xx.xx.xx", "dpKey"="XX:XX:XX:XX:XX:XX",
"dpIP"="XX.XX.XX.XX"

Displayed on the web
interface

Start CALEA mirroring client [{userName]| | IP| | clientMac}] on WLAN [{ssid}]
from AP [{apName&&apMac}]

Description

This event occurs when the CALEA server starts mirroring the client image.

Stop CALEA mirroring client in data plane

NOTE

Events 1257 to 1267 are not applicable to SZ300/SZ100.

TABLE 490 Stop CALEA mirroring client in data plane event

Event Stop CALEA mirroring client in data plane

Event Type dpStopMirroringClient

Event Code 1264

Severity Warning

Attribute "clientMac"="xx:xx:xx:xx:xx:xx", "ssid"="xxxxx", "apMac"="Xx:XX:XX:XX:XX:XX",

"aplpAddress"="xx.xx.xx.xx", "dpKey"="XxX:XX:XX:XX:XX:XX",
"dpIP"="XX.XX.XX.XX"

Displayed on the web
interface

Stop CALEA mirroring client [{userName]| |IP| | clientMac}] on WLAN
[{ssid| | authType}] from AP [{apName&&apMac}]. TxBytes[{txBytes}]

Description

This event occurs when the CALEA server stops mirroring the client image.

Data plane DHCP IP pool usage rate is 100 percent

NOTE

This event is not applicable for SZ300/52100.
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TABLE 491 Data plane DHCP IP pool usage rate is 100 percent event

Event Data plane DHCP IP pool usage rate is 100 percent
Event Type dpDhcplpPoolUsageRate100

Event Code 1265

Severity Critical

Attribute "dpKey"="XX:XX:XXXX: XX XX"

Displayed on the web
interface

Data Plane[{dpName&&dpKey}] DHCP IP Pool usage rate is 100 percent

Description

This event occurs when the data plane DHCP pool usage rate is 100%.

Data plane DHCP IP pool usage rate is 80 percent

NOTE

This section is not applicable for SZ300/5Z100.

TABLE 492 Data plane DHCP IP pool usage rate is 80 percent event

Event Data plane DHCP IP pool usage rate is 80 percent
Event Type dpDhcplpPoolUsageRate80

Event Code 1266

Severity Warning

Attribute "dpName="xxxxxxxx", "dpKey"="X)X:XX:XX:XX:XX:XX"

Displayed on the web
interface

Data Plane[{dpName&&dpKey}] DHCP IP Pool usage rate is 80 percent

Description

This event occurs when the data plane DHCP pool usage rate is 80%.

Data plane NAT session capacity usage rate is 80 percent

NOTE

This event is not applicable for SZ300/52100.

TABLE 493 Data plane NAT session capacity usage rate is 80 percent event

Event Data plane NAT session capacity usage rate is 80 percent
Event Type dpNatSessionCapacityUsageRate80

Event Code 1283

Severity Major

Attribute “dpKey"="xx:xx:xx:xx:xx:xx", "totalLicenseCnt"="1234567890",

"consumedLicenseCnt"="1234567890",
"availableLicenseCnt"="1234567890"

Displayed on the web
interface

Data Plane[{dpKey}] NAT Session Capacity usage rate is 80 percent. ( total
[{totalLicenseCnt}], consumed [{consumedLicenseCnt}], available
[{availableLicenseCnt}] )

Description

This event occurs when the data plane NAT session capacity usage rate is
80%.
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Data plane NAT session capacity usage rate is 100 percent

NOTE

This event is not applicable for SZ300/52100.

TABLE 494 Data plane NAT session capacity usage rate is 100 percent event

Event Data plane NAT session capacity usage rate is 100 percent
Event Type dpNatSessionCapacityUsageRate100

Event Code 1284

Severity Major

Attribute “dpKey"="xx:xx:xx:xx:xx:xx", "totalLicenseCnt"="1234567890",

"consumedLicenseCnt"="1234567890",
"availableLicenseCnt"="1234567890"

Displayed on the web
interface

Data Plane[{dpKey}] NAT Session Capacity usage rate is 100 percent. (total
[{totalLicenseCnt}], consumed [{consumedLicenseCnt}], available
[{availableLicenseCnt}])

Description

This event occurs when the data plane NAT session capacity usage rate is
100%.

Data plane DHCP IP capacity usage rate is 80 percent

NOTE

This event is not applicable for SZ300/52100.

TABLE 495 Data plane DHCP IP capacity usage rate is 80 percent event

Event Data plane DHCP IP capacity usage rate is 80 percent

Event Type dpDhcplpCapacityUsageRate80

Event Code 1285

Severity Major

Attribute “dpKey"="xx:xx:xx:xx:xx:xx", "totalLicenseCnt"="1234567890",

"consumedLicenseCnt"="1234567890",
"availableLicenseCnt"="1234567890"

Displayed on the web
interface

Data Plane[{dpKey}] DHCP IP Capacity usage rate is 80 percent. (total
[{totalLicenseCnt}], consumed [{consumedLicenseCnt}], available
[{availableLicenseCnt}])

Description

This event occurs when the data plane DHCP IP capacity usage rate is 80%.

Data plane DHCP IP capacity usage rate is 100 percent

NOTE

This event is not applicable for SZ300/52100.

TABLE 496 Data plane DHCP IP capacity usage rate is 100 percent event

Event Data plane DHCP IP capacity usage rate is 100 percent
Event Type dpDhcplpCapacityUsageRate100

Event Code 1286

Severity Major

214

Ruckus SmartZone 100 and Virtual SmartZone Essentials Alarm and Event Reference Guide, 5.1.2

Part Number: 800-72349-001 Rev A



Events Types
Data Plane Events

TABLE 496 Data plane DHCP IP capacity usage rate is 100 percent event (continued)
Event Data plane DHCP IP capacity usage rate is 100 percent

Attribute “dpKey"="xx:xx:xx:xx:xx:xx", "totalLicenseCnt"="1234567890",
"consumedLicenseCnt"="1234567890",
"availableLicenseCnt"="1234567890"

Displayed on the web Data Plane[{dpKey}] DHCP IP Capacity usage rate is 100 percent. (total
interface [{totalLicenseCnt}], consumed [{consumedLicenseCnt}], available
[{availableLicenseCnt}])
Description This event occurs when the data plane NAT session capacity usage rate is
100%.
NOTE

Refer to Data Plane Alarms on page 60.

dplpmiThempBB

NOTE
Events 2902, 2907, 2909, 2927, 2932 and 2934 are applicable for SZ100 D. vSZ has this set of events since vSZ manages
SZ100-D.

TABLE 497 dplpmiThempBB event

Event dplpmiThempBB

Event Type dplpmiThempBB

Event Code 2902

Severity Major

Attribute "dpKey"="xxxxxxx","id"="x", “status"="xxxxx", “nodeMac"”="XX:XX:XX:XX:XX:XX"

Displayed on the web Baseboard temperature [{status}] on data plane [{dpName&&dpKey}]

interface

Description This event occurs when the baseboard temperature status on the data
plane is sent.

Baseboard threshold temperatures are in the range of 100 Celsius to 610
Celsius. The default threshold is 610C.

dplpmiThempP

NOTE
Events 2902, 2907, 2909, 2927, 2932 and 2934 are applicable for SZ100 D. vSZ has this set of events since vSZ manages
SZ100-D.

TABLE 498 dplpmiThempP event

Event dplpmiThempP

Event Type dplpmiThempP

Event Code 2907

Severity Major

Attribute "dpKey"="xxxxxxx","id"="x", “status"="xxxxx", “nodeMac’”="XxX:XX:XX:XX:XX:XX"
Displayed on the web Processor [{id}] temperature [{status}] on data plane [{dpName&&dpKey}].
interface
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TABLE 498 dplpmiThempP event (continued)

Event

Description

dplpmiFan

NOTE

dplpmiThempP

This event occurs when the processor temperature status on the data
plane is sent. The threshold value is in the range of 10 to 110 Celsius. The
default threshold is 110C.

Events 2902, 2907, 2909, 2927, 2932 and 2934 are applicable for SZ100 D. vSZ has this set of events since vSZ manages

SZ100-D.

TABLE 499 dplpmiFan event

Event
Event Type
Event Code
Severity
Attribute

Displayed on the web
interface

Description

dplpmiFan
dplpmiFan
2909
Major

nou

"dpKey"="xxxxxxx",“id"="x", “status”="xxxxx", “nodeMac”="XxX:XX:XX:XX:XX:XX"

System fan [{id}] module [{status}] on data plane [{dpName&&dpKey}].

This event occurs when the system fan module status on the data plane is
sent.

dplpmiREThempBB

NOTE

Events 2902, 2907, 2909, 2927, 2932 and 2934 are applicable for SZ100 D. vSZ has this set of events since vSZ manages

SZ100-D.

TABLE 500 dplpmiREThempBB event

Event
Event Type
Event Code
Severity
Attribute

Displayed on the web
interface

Description
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dplpmiREThempBB
dplpmiREThempBB
2927

Informational

"dpKey"="xxxxxxx",“id"="x", “status”="xxxxx", “nodeMac”="XxX:XX:XX:XX:XX:XX"

Baseboard temperature [{status}] on data plane [{dpName&&dpKey}].

This event occurs when the baseboard temperature comes back to the
normal status.
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NOTE
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Events 2902, 2907, 2909, 2927, 2932 and 2934 are applicable for SZ100 D. vSZ has this set of events since vSZ manages

SZ100-D.

TABLE 501 dplpmiREThempP event

Event dplpmiREThempP

Event Type dplpmiREThempP

Event Code 2932

Severity Informational

Attribute "dpKey"="xxxxxxx",“id"="x", “status”="xxxxx", “nodeMac”="XxX:XX:XX:XX:XX:XX"

Displayed on the web
interface

Processor [{id}] temperature [{status}] on data plane [{dpName&&dpKey}]l.

Description

This event occurs when the processor temperature comes back to the
normal status.

dplpmiREFan

NOTE

Events 2902, 2907, 2909, 2927, 2932 and 2934 are applicable for SZ100 D. vSZ has this set of events since vSZ manages

SZ100-D.

TABLE 502 dplpmiREFan event

Event dplpmiREFan

Event Type dplpmiREFan

Event Code 2934

Severity Informational

Attribute "dpKey"="xxxxxxx",“id"="x", “status"="xxxxx", “nodeMac”="XxX:XX:XX:XX:XX:XX"

Displayed on the web
interface

System fan [{id}] module [{status}] on data plane [{dpName&&dpKey}].

Description

This event occurs when system fan module comes back to the normal
status.

NOTE

Refer to Data Plane Alarms on page 60

Data plane backup success

TABLE 503 Data plane backup success event

Event Data plane backup success
Event Type dpBackupSuccess

Event Code 1290

Severity Major

Attribute “dpKey"="XX: XX XX XX XX XX"
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TABLE 503 Data plane backup success event (continued)

Event

Data plane backup success

Displayed on the web
interface

Data Plane [{dpName&&dpKey}] backup successful.

Description

This event occurs when Data plane backup is successful.

Data plane backup failed

TABLE 504 Data plane backup failed event

Event Data plane backup failed
Event Type dpBackupFailed

Event Code 1291

Severity Critical

Attribute “dpKey"="XX:XXXXXXXX:XX"

Displayed on the web
interface

Data Plane [{dpName&&dpKey}] backup failed.

Description

This event occurs when Data plane backup fails.

Data plane restore success

TABLE 505 Data plane restore success event

Event Data plane restore success
Event Type dpRestoreSuccess

Event Code 1292

Severity Major

Attribute “dpKey"="XX: XX XX XX XX:XX"

Displayed on the web
interface

Data Plane [{dpName&&dpKey}] restore successful.

Description

This event occurs when Data plane restore is successful.

Data plane restore failed

TABLE 506 Data plane restore failed event

Event Data plane restore failed
Event Type dpRestoreFailed

Event Code 1293

Severity Critical

Attribute “dpKey"="XX: XX XX XX XX:XX"

Displayed on the web
interface

Data Plane [{dpName&&dpKey}] restore failed.

Description

This event occurs when Data plane restore fails.
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Remote Administration Start

TABLE 507 Remote administration event

Event Remote administration
Event Type dpremoteadministration
Event Code 99250

Severity Major

Attribute No attributes for this event.

Displayed on the web
interface

No web interface for this event.

Description

This event occurs when data plane SSHD starts.

Remote Administration Stop

TABLE 508 Remote administration event

Event Remote administration event
Event Type remoteadministration

Event Code 99251

Severity Major

Attribute No attributes for this event.

Displayed on the web
interface

No web interface for this event.

Description

This event occurs when data plane SSHD stops.

IPMI Events

NOTE

This section is not applicable for vSZ-E.

Following are the events related to IPMls.

* ipmiThempBB on page 220

* ipmiThempP on page 220

* ipmiFan on page 220

* ipmiFanStatus on page 221

* ipmiREThempBB on page 221

* ipmiREThempP on page 221

* ipmiREFan on page 222

* ipmiREFanStatus on page 222
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ipmiThempBB

TABLE 509 ipmiThempBB event

Event
Event Type
Event Code
Severity
Attribute

Displayed on the web
interface

Description

Auto Clearance

ipmiThempP

ipmiThempBB

ipmiThempBB

902

Major

"id"="x", "status"="xxxxx", "nodeMac"="X)X:XX:XX:XX:XX:XX"

Baseboard temperature [{status}] on controlplane [{nodeMac}]

This event occurs when the baseboard temperature status is sent.
Baseboard threshold temperatures are in the range of 100 Celsius to 61°
Celsius. The default threshold is 61°C.

This event triggers the alarm 902, which is auto cleared by the event code
927.

TABLE 510 ipmiThempP event

Event
Event Type
Event Code
Severity
Attribute

Displayed on the web
interface
Description

Auto Clearance

ipmiFan

ipmiThempP

ipmiThempP

907

Major

"id"="x", "status"="xxxxx", "nodeMac"="XX:XX:XX:XX:XX:XX"

Processor [{id}] temperature [{status}] on control plane [{nodeMac}]

This event is triggered when the threshold value in the range of 19 to 11°
Celsius. The default threshold is 11°C.

This event triggers the alarm 907, which is auto cleared by the event code
932.

TABLE 511 ipmiFan event

Event
Event Type
Event Code
Severity
Attribute

Displayed on the web
interface

Description

Auto Clearance

220

ipmiFan
ipmiFan
909
Major

"id"="x", "status"="xxxxx", "nodeMac"="XX:XX:XX:XX:XX:XX""

System fan [{id}] module [{status}] on control plane [{nodeMac}]

This event occurs when the system fan module status is sent.

This event triggers the alarm 909, which is auto cleared by the event code
934.
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ipmiFanStatus

TABLE 512 ipmiFanStatus event

Event ipmiFanStatus

Event Type ipmiFanStatus

Event Code 912

Severity Major

Attribute "id"="x", "status"="xxxxx", "nodeMac"="XX:XX:XX:XX:XX:XX"

Displayed on the web
interface

Fan module [{id}] [{status}] on control plane [{nodeMac}]

Description

This event occurs when the fan module status is sent.

Auto Clearance

This event triggers the alarm 912, which is auto cleared by the event code
937.

ipmiREThempBB

TABLE 513 ipmiREThempBB event

Event ipmiREThempBB

Event Type ipmiREThempBB

Event Code 927

Severity Informational

Attribute "id"="x", "status"="xxxxx", "nodeMac"="XxX:XX:XX:XX:XX:XX"

Displayed on the web
interface

Baseboard temperature [{status}] on control plane [{nodeMac}].

Description

This event occurs when the baseboard temperature comes back to the
normal status.

ipmiREThempP

TABLE 514 ipmiREThempP event

Event ipmiREThempP

Event Type ipmiREThempP

Event Code 932

Severity Informational

Attribute "id"="x", "status"="xxxxx", "nodeMac"="xX)x:XX:XX:XX:XX:XX"

Displayed on the web
interface

Processor [{id}] temperature [{status}] on control plane [{nodeMac}].

Description

This event occurs when the processor temperature comes back to the
normal status.
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ipmiREFan

TABLE 515 ipmiREFan event

Event ipmiREFan

Event Type ipmiREFan

Event Code 934

Severity Informational

Attribute "id"="x", "status"="xxxxx", "nodeMac"="XX:XX:XX:XX:XX:XX"

Displayed on the web
interface

System fan [{id}] module [{status}] on control plane [{nodeMac}].

Description

This event occurs when the system fan module comes back to the normal

status.

ipmiREFanStatus

TABLE 516 ipmiREFanStatus event

Event ipmiREFanStatus

Event Type ipmiREFanStatus

Event Code 937

Severity Informational

Attribute "id"="x", "status"="xxxxx", "nodeMac"="XX:XX:XX:XX:XX:XX"

Displayed on the web
interface

Fan module [{id}] [{status}] on control plane [{nodeMac}1.

Description

This event occurs when the fan module comes back to the normal status.

NOTE

Refer to IPMI Alarms on page 64.

Licensing Interface Events

Following are the events related to licensing.

* License syncsucceeded on page 223

* License sync failed on page 223

o License import succeeded on page 223

e License import failed on page 224

* License data changed on page 224

* License going to expire on page 224

* Insufficient license capacity on page 224

* Data plane DHCP IP license insufficient on page 225

o Data plane NAT session license insufficient on page 225

e AP number limit exceeded on page 226

* Insufficient license capacity on page 226

e Data plane DHCP IP capacity license has been removed on page 226
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* Data plane NAT session capacity license has been removed on page 227

* Insufficient license capacity on page 227

License sync succeeded

TABLE 517 License sync succeeded event

Event License sync succeeded
Event Type licenseSyncSuccess

Event Code 1250

Severity Informational

Attribute "nodeName"="xxxxxxxx",

"licenseServerName"="ruckuswireless.flexeraoperation.com

Displayed on the web
interface

Node [{nodeName}] sync-up license with license server
[{licenseServerName}] succeeded.

Description

This event occurs when the controller successfully synchronizes the license
data with the license server.

License sync failed

TABLE 518 License sync failed event

Event License sync failed

Event Type licenseSyncFail

Event Code 1251

Severity Warning

Attribute "nodeName"="xXxXxxxXxxx",

"licenseServerName"="ruckuswireless.flexeraoperation.com

Displayed on the web
interface

Node [{nodeName}] sync-up license with license server
[{licenseServerName}] failed.

Description

This event occurs when the controller fails to synchronize the license data
with the license server.

License import succeeded

TABLE 519 License import succeeded event

Event License import succeeded
Event Type licenselmportSuccess
Event Code 1252

Severity Informational

Attribute "nodeName"="xXxXxxxxxx",

Displayed on the web
interface

Node [{nodeName}] import license data succeeded.

Description

This event occurs when the controller successfully imports the license data
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License import failed

TABLE 520 License import failed event

Event License import failed
Event Type licenselmportFail

Event Code 1253

Severity Warning

Attribute "nodeName"="xXxXxXxxXxxx",

Displayed on the web
interface

Node [{nodeName}] import license data failed.

Description

This event occurs when the controller fails to imports the license data

License data changed

TABLE 521 License data changed event

Event License data changed
Event Type licenseChanged

Event Code 1254

Severity Informational

Attribute "nodeName"="xXXXXXXXX"

Displayed on the web
interface

Node [{nodeName}] license data has been changed.

Description

This event occurs when the controller license data is modified.

License going to expire

TABLE 522 License going to expire event

Event License going to expire

Event Type licenseGoingToExpire

Event Code 1255

Severity Major

Attribute “nodeName”="xxx", “licenseType"=" xxx"

Displayed on the web
interface

The [{licenseType}] on node [{nodeName}] will expire on
[{associationTime}].

Description

This event occurs when the validity of the license is going to expire.

Insufficient license capacity

TABLE 523 Insufficient license capacity event

Event Insufficient license capacity

Event Type apConnectionTerminatedDueTolnsufficientLicense
Event Code 1256

Severity Major
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TABLE 523 Insufficient license capacity event (continued)

Event
Attribute

Displayed on the web
interface

Description

Insufficient license capacity

"licenseType"=" xxx"

Insufficient [{licenseType}] license is detected and it will cause existing AP
connections to terminate.

This event occurs when connected APs are rejected due to insufficient
licenses.

Data plane DHCP IP license insufficient

NOTE

This event is not applicable for SZ300/52100.

TABLE 524 Data plane DHCP IP license insufficient event

Event
Event Type
Event Code
Severity
Attribute

Displayed on the web
interface

Description

Data plane DHCP IP license insufficient
dpDhcplpLicenseNotEnough

1277

Major
"totalLicenseCnt"="1234567890",
"consumedLicenseCnt"="1234567890",

"availableLicenseCnt"="1234567890"

This event occurs when Data Plane DHCP IP license insufficient. ( total
[{totalLicenseCnt}], consumed [{consumedLicenseCnt}], available
[{availableLicenseCnt}] )

This event occurs when the data plane DHCP IP address license is
insufficient.

Data plane NAT session license insufficient

NOTE

This event is not applicable for SZ300/52100.

TABLE 525 Data plane NAT session license insufficient event

Event
Event Type
Event Code
Severity
Attribute

Displayed on the web
interface

Description

Data plane NAT session license insufficient
dpNatSessionLicenseNotEnough

1278

Major

"totalLicenseCnt"="1234567890",
"consumedLicenseCnt"="1234567890",
"availableLicenseCnt"="1234567890"

This event occurs when Data Plane NAT session license insufficient. ( total
[{totalLicenseCnt}], consumed [{consumedLicenseCnt}], available
[{availableLicenseCnt}] )

This event occurs when the data plane NAT session license is insufficient.
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AP number limit exceeded

TABLE 526 AP number limit exceeded event

Event AP number limit exceeded

Event Type apConnectionTerminatedDueTolnsufficientLicense
Event Code 1280

Severity Major

Attribute "licenseType"=" xxx"

Displayed on the web
interface

Insufficient [{licenseType}] license is detected and it will cause existing AP
connections to terminate.

Description

This event occurs when an approved AP is rejected due to number of APs
having exceeded the limit.

Insufficient license capacity

TABLE 527 Insufficient license capacity event

Event Insufficient license capacity
Event Type urlFilteringLicenselnsufficient
Event Code 1281

Severity Major

Attribute "licenseType"=" xxx"

Displayed on the web
interface

Insufficient [{licenseType}] licenses have been detected, which will cause
the URL Filtering feature to be disabled.

Description

This event occurs when the number of the APs exceeds the number of URL
filtering licenses purchased.

Data plane DHCP IP capacity license has been removed

NOTE

This section is not applicable for SZ300/5Z100.

TABLE 528 Data plane DHCP IP capacity license has been removed event

Event Data plane DHCP IP capacity license has been removed
Event Type dpDhcplpLicenseRemoved

Event Code 1287

Severity Major

Attribute “dpKey"="xx:xx:xx:xx:xx:xx", "totalLicenseCnt"="1234567890",

"consumedLicenseCnt"="1234567890",
"availableLicenseCnt"="1234567890"

Displayed on the web
interface

Data Plane[{dpKey}] DHCP IP Capacity has been removed one unit. Current
assignment (total [{totalLicenseCnt}], consumed [{consumedLicenseCnt}],
available [{availableLicenseCnt}])

Description

This event occurs when the data plane DHCP IP capacity license is removed.
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Data plane NAT session capacity license has been removed

NOTE

This section is not applicable for SZ300/5Z100.

TABLE 529 Data plane NAT session capacity license has been removed event

Event Data plane NAT session capacity license has been removed
Event Type dpNatSessionLicenseRemoved

Event Code 1288

Severity Major

Attribute “dpKey"="xx:xx:xx:xx:xx:xx", "totalLicenseCnt"="1234567890",

"consumedLicenseCnt"="1234567890",
"availableLicenseCnt"="1234567890"

Displayed on the web
interface

Data Plane[{dpKey}] NAT Session Capacity has been removed one unit.
Current assignment (total [{totalLicenseCnt}], consumed
[{consumedLicenseCnt}], available [{availableLicenseCnt}])

Description

This event occurs when data plane NAT session capacity license is removed.

NOTE

Refer to Licensing Interface Alarms on page 66.

Insufficient license capacity

TABLE 530 Insufficient license capacity event

Event Insufficient license capacity

Event Type switchConnectionTerminatedDueTolnsufficientLicense
Event Code 1289

Severity Major

Attribute "licenseType"=" xxx"

Displayed on the web
interface

Insufficient [{licenseType}] license is detected and it will cause existing
switch connections to terminate.

Description

This event occurs when some connected switches were rejected due to
insufficient license capacity.

SCI Events

Following are the events related to SCI (Small Cell Insight).

* Connectto SCl on page 228

* Disconnect to SCl on page 228

* Connectto SCl failure on page 228

e SCl has been disabled on page 228
e SCland FTP have been disabled on page 229
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Connect to SCI

TABLE 531 Connect to SCl event

Event Connect to SCI

Event Type connectedToSci

Event Code 4001

Severity Informational

Attribute "id"="SCl Server","ip"="2.2.2.2","port"="8883","userName"="admin"

Displayed on the web
interface

Connect to SCI with system id [{id}],address [{ip}:{port}] and login user
[{userName}].

Description

This event occurs when the controller connects to SCI.

Disconnect to SCI

TABLE 532 Disconnect to SCl event

Event Disconnect to SCI (Smart Cell Insight)

Event Type disconnectedFromSci

Event Code 4002

Severity Warning

Attribute id="SCl Server","ip"="2.2.2.2","port"="8883","userName"="admin"

Displayed on the web
interface

Disconnect to SCI with system id [{id}], address [{ip}:{port}] and login user
[{userName}].

Description

This event occurs when the controller disconnects from SCI.

Connect to SCI failure

TABLE 533 Connect to SCI failure event

Event Connect to SCI failure (Smart Cell Insight)
Event Type connectToSciFailure

Event Code 4003

Severity Major

Displayed on the web
interface

Try to connect to SCI with all SCI profiles but failure.

Description

This event occurs when the controller tries connecting to SCI with its
profiles but fails.

Auto Clearance

This event triggers the alarm 4003, which is auto cleared by the event code
4002.

SCI has been disabled

TABLE 534 SCI has been disabled event

Event SCl has been disabled
Event Type disabledSciDueToUpgrade
Event Code 4004
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TABLE 534 SCI has been disabled event (continued)

Event

SCl has been disabled

Severity

Warning

Displayed on the web
interface

SCl has been disabled due to SZ upgrade, please reconfigure SCI if need

Description

This event occurs when SCl is disabled due to the controller upgrade. This
could require reconfiguration of SCI.

SCl and FTP have been disabled

TABLE 535 SCl and FTP have been disabled event

Event SCl and FTP have been disabled

Event Type disabledSciAndFtpDueToMutuallyExclusive
Event Code 4005

Severity Warning

Displayed on the web
interface

SCl and FTP have been disabled. It is recommended to enable SCl instead
of FTP

Description

This event occurs when the SCl and FTP are disabled.

NOTE

Refer to SCI Alarms on page 68.

Session Events

Following event is related to user equipment TTG session.

o Delete all sessions on page 229

Delete all sessions

TABLE 536 Delete all sessions event

Event Delete all sessions

Event Type delAllSess

Event Code 1237

Severity Minor

Attribute “mvnold”="NA" “ctrlBladeMac"="aa:bb:cc:dd:ee:ff" “srcProcess"="aut”

“realm”="NA" "cause"="Admin Delete" "SZMgmtlp"="2.2.2.2"

Displayed on the web
interface

All sessions got terminated on {produce.short.name} [{SZMgmtIp}] due to
[{cause}]

Description

This event occurs when all sessions are deleted based on the indicators
received from the controller web Interface or CLI.

System Events

Following are the events related to system log severity.
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NOTE

{produce.short.name} refers to SZ or vSZ-E

No LS responses on page 230

LS authentication failure on page 230

{produce.short.name} connected to LS on
page 231

{produce.short.name} failed to connect to LS
on page 231

{produce.short.name} received passive
request on page 231

{produce.short.name} sent controller
information report on page 232

{produce.short.name} received management
request on page 232

{produce.short.name} sent AP info by venue
report on page 232

{produce.short.name} sent query venues
report on page 233

{produce.short.name} sent associated client
report on page 233

{produce.short.name} forwarded calibration
request to AP on page 233

{produce.short.name} forwarded footfall
request to AP on page 234

{produce.short.name} received unrecognized
request on page 234

Syslog server reachable on page 234

Syslog server unreachable on page 235

Syslog server switched on page 235

System service failure on page 235

Generate AP config for plane load rebalance
succeeded on page 235

FTP transfer on page 236

FTP transfer error on page 236

File upload on page 237

Email sent successfully on page 237

Email sent failed on page 237

SMS sent successfully on page 238

SMS sent failed on page 238

Process restart on page 238

Service unavailable on page 239

Keepalive failure on page 239

Resource unavailable on page 239

ZD AP migrating on page 240

ZD AP migrated on page 241

7D AP rejected on page 241

ZD AP migration failed on page 241

Database error on page 242

Database error on page 242

All data planes in the zone affinity profile are
disconnected on page 239

CALEA UE Matched on page 240

SZ Login Fail on page 242

SZ Login on page 242

SZ Logout on page 243

Password expiration on page 243

Admin account lockout on page 243

Admin session expired on page 244

Disable inactive admins on page 244

Two factor auth failed on page 244

Unconfirmed program detection on page 245

No LS responses

TABLE 537 No LS responses event

Event No LS responses

Event Type scgLBSNoResponse

Event Code 721

Severity Major

Attribute “nodeMac”="xx:xx:xx:xx:xx:xx", “url"=", “port”"="", “SZMgmtlp"=""
Displayed on the web Smart Zone [{SZMgmtlp}] no response from LS: url=[{url}], port=[{port}]
interface

Description This event occurs when the controller does not get a response while

connecting to the location based service.

LS authentication failure

TABLE 538 LS authentication failure event

Event LS authentication failure
Event Type scgLBSAuthFailed
Event Code 722
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TABLE 538 LS authentication failure event (continued)

Event LS authentication failure
Severity Major
Attribute “nodeMac”="Xx:xx:xx:xx:xx:xx", “url"=", “port”"="", “SZMgmtlp"=""

Displayed on the web
interface

{produce.short.name} [{SZMgmtlp}] authentication failed: url=[{url}],
port=[{port}]

Description

This event occurs due to the authentication failure on connecting to the
location based service.

{produce.short.name} connected to LS

TABLE 539 {produce.short.name} connected to LS event

Event {produce.short.name} connected to LS

Event Type scgLBSConnectSuccess

Event Code 723

Severity Informational

Attribute “nodeMac”="Xx:xx:Xx:xx:xx:xx", “url"=", “port"="", “SZMgmtlp"=""

Displayed on the web
interface

{produce.short.name}[{SZMgmtlp}] connected to LS: url=[{url}],
port=[{port}]

Description

This event occurs when the controller successfully connects to the location
based service.

{produce.short.name} failed to connect to LS

TABLE 540 {produce.short.name} failed to connect to LS event

Event {produce.short.name} failed to connect to LS

Event Type scgLBSConnectFailed

Event Code 724

Severity Major

Attribute “nodeMac”="xx:xx:xx:xx:xx:xx", “url"=", “port”"="", “SZMgmtlp"=""

Displayed on the web
interface

{produce.short.name} [{SZMgmtlp}] connection failed to LS: url=[{url}],
port=[{port}]

Description

This event occurs when the controller failed to connect to the location
based service.

Auto Clearance

This event triggers the alarm 724, which is auto cleared by the event code
723.

{produce.short.name} received passive request

TABLE 541 {produce.short.name} received passive request event

Event {produce.short.name} received passive request
Event Type scgLBSStartLocationService

Event Code 725

Severity Informational
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TABLE 541 {produce.short.name} received passive request event (continued)

Event {produce.short.name} received passive request
Attribute “nodeMac”="xx:xx:Xx:xx:xx:xx:", “type”="", “venue"="", “SZMgmtlp"="",
||band||=ll||

Displayed on the web
interface

{produce.short.name} [{SZMgmtlp}] received Passive Request,
band=[{band}], type=[{type}]

Description

This event occurs when the controller receives a passive request.

{produce.short.name} sent controller information report

TABLE 542 {produce.short.name} sent controller information report event

Event {produce.short.name} sent controller information report
Event Type scgLBSSentControllerinfo

Event Code 727

Severity Informational

Attribute “nodeMac”="Xx:x)x:XX:Xx:xx:xx", “api”="", “sw"="",

“clusterNam e"="""S7 Mgmtl pn=uu

Displayed on the web
interface

{produce.short.name} [{SZMgmtlIp}] sent Controller Info Report: mac
=[{mac}], api=[{api}], sw=[{sw}], clusterName =[{clusterName}]

Description

This event occurs when the controller sends the controller information
report.

{produce.short.name} received management request

TABLE 543 {produce.short.name} received management request event

Event {produce.short.name} received management request

Event Type scgLBSRcvdMgmtRequest

Event Code 728

Severity Informational

Attribute “nodeMac”="xx:xx:XX:xx:xx:xx", “venue”="""type"="", “SZMgmtlp"=""

Displayed on the web
interface

Smart Zone [{SZMgmtlIp}] received Management Request: venue=[{venue}],
type=[{type}]

Description

This event occurs when the controller receives the management request.

{produce.short.name} sent AP info by venue report

TABLE 544 {produce.short.name} sent AP info by venue report event

Event {produce.short.name} sent AP info by venue report

Event Type scgLBSSendAPInfobyVenueReport

Event Code 729

Severity Informational

Attribute “nodeMac’="xx:Xx:Xx:Xx:xx:xx", “venue”="""count"="", “SZMgmtlp"="“
Displayed on the web {produce.short.name}[{SZMgmtlp}] sent AP Info by Venue Report:
interface venue=[{venue}], count =[{count}]
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TABLE 544 {produce.short.name} sent AP info by venue report event (continued)

Event

{produce.short.name} sent AP info by venue report

Description

This event occurs when the controller sends the venue report regarding AP
information.

{produce.short.name} sent query venues report

TABLE 545 {produce.short.name} sent query venues report event

Event {produce.short.name} sent query venues report

Event Type scgLBSSendVenuesReport

Event Code 730

Severity Informational

Attribute “nodeMac”="xx:xx:xx:xx:xx:xx", “count”="", “SZMgmtlp"=""

Displayed on the web
interface

Smart Zone [{SZMgmtIp}] sent Query Venues Report: count=[{count}]

Description

This event occurs when the controller sends the query venue report.

{produce.short.name} sent associated client report

TABLE 546 {produce.short.name} sent associated client report event

Event {produce.short.name} sent associated client report

Event Type scgLBSSendClientinfo

Event Code 731

Severity Informational

Attribute “nodeMac”="xx:xx:xx:xx:xx:xx", “count”="", “SZMgmtlp"="", “type"=""

Displayed on the web
interface

{produce.short.name} [{SZMgmtlp}] sent Associated Client Report:
count=[{count}], type=[{type}]

Description

This event occurs when the controller sends the associated client report.

{produce.short.name} forwarded calibration request to AP

TABLE 547 {produce.short.name} forwarded calibration request to AP event

Event {produce.short.name} forwarded calibration request to AP

Event Type scgLBSFwdPassiveCalReq

Event Code 732

Severity Informational

Attribute “nodeMac”="Xx:Xx:XX:XX:XX:Xx", “SZMgmtIp”="", "apMac”="XX:XX:XX:XX:XX:XX",
“venue “=", “interval"="", "duration “=", “band"="", “count”=""

Displayed on the web
interface

{produce.short.name} [{SZMgmtlp}] forwarded Passive Calibration Request
to [{apName&&apMac}]: venue=[{venue}], interval=[{interval}s],
duration=[{duration}m], band=[{band}], count=[{count}]

Description

This event occurs when the controller sends a forward calibration request
to the AP on its reconnection to the controller.
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{produce.short.name} forwarded footfall request to AP

TABLE 548 {produce.short.name} forwarded footfall request to AP event

Event {produce.short.name} forwarded footfall request to AP

Event Type scgLBSFwdPassiveFFReq

Event Code 733

Severity Informational

Attribute “nodeMac”="xx:x)x:XX:Xx:Xx:xX", “SZMgmtlp"="", “apMac”="XX:XX:XX:XX:XX:XX",
“venue “="", “interval’="", “duration “="", “band"="

Displayed on the web
interface

{produce.short.name} [{SZMgmtlp}] forwarded Passive Footfall Request to
[{apName&&apMac}]: venue=[{venue}], interval=[{interval}s]
duration=[{duration}m], band=[{band}]

Description

This event occurs when the controller sends a forward footfall request to
the AP on its reconnection to the controller.

{produce.short.name} received unrecognized request

TABLE 549 {produce.short.name} received unrecognized request event

Event {produce.short.name} received unrecognized request

Event Type scgLBSRcvdUnrecognizedRequest

Event Code 734

Severity Warning

Attribute “nodeMac”="xx:xx:xx:xx:xx:xx", “type”"="", “length"="", “SZMgmtlp"=""

Displayed on the web
interface

{produce.short.name} [{SZMgmtlp}] received Unrecognized: length
=[{length}]

Description

This event occurs when the controller receives an unrecognized request.

Syslog server reachable

TABLE 550 Syslog server reachable event

Event Syslog server reachable

Event Type syslogServerReachable

Event Code 750

Severity Informational

Attribute “nodeMac”="XX:XX:XX:XX:XX:XX",

“ syslogServerAddress"="xxX.XXX.XXXX.XXX"

Displayed on the web
interface

Syslog server [{syslogServerAddress}] is reachable on
{produce.short.name}.

Description

This event occurs when the syslog server can be reached.
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Syslog server unreachable

TABLE 551 Syslog server unreachable event

Event Syslog server unreachable

Event Type syslogServerUnreachable

Event Code 751

Severity Major

Attribute “nodeMac”="xx:xx:xx:xx:xx:xx", "syslogServerAddress"="xxx.XXX.XXXX.XXX"

Displayed on the web
interface

Syslog server [{syslogServerAddress}] is unreachable on
{produce.short.name}.

Description

This event occurs when the syslog server is unreachable.

Auto Clearance

This event triggers the alarm 751, which is auto cleared by the event code
750.

Syslog server switched

TABLE 552 Syslog server switched event

Event Syslog server switched

Event Type syslogServerSwitched

Event Code 752

Severity Informational

Attribute “nodeMac”="xx:xx:XX:XX:XX:XX", "srcAddress"="xxx.XXX.XXX.XXX",

"destAddress"="xxX.XXX.XXX.XXX"

Displayed on the web
interface

Syslog server is switched from [{srcAddress}] to [{destAddress}] on
{produce.short.name}.

Description

This event occurs when the syslog server is switched.

System service failure

TABLE 553 System service failure event

Event System service failure
Event Type systemservicefailure

Event Code 753

Severity Critical

Attribute No attribute for this event.

Displayed on the web
interface

msg - Service [sysService] on node [hostName] failed and respawning

Description

This event occurs when the service is not available.

Generate AP config for plane load rebalance succeeded

TABLE 554 Generate AP config for plane load rebalance succeeded event

Event

Generate AP config for plane load rebalance succeeded

Event Type

planeLoadingRebalancingSucceeded
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TABLE 554 Generate AP config for plane load rebalance succeeded event (continued)

Event Generate AP config for plane load rebalance succeeded
Event Code 770

Severity Informational

Attribute

Displayed on the web
interface

Generate new AP configs for plane's loading re-balancing succeeded.

Description

This event occurs when the user executes the load of data plane for re-
balancing and generates a new AP configuration successfully.

Generate AP config for plane load rebalance failed

TABLE 555 Generate AP config for plane load rebalance failed event

Event Generate AP config for plane load rebalance failed
Event Type planeLoadingRebalancingFailed

Event Code 771

Severity Informational

Attribute

Displayed on the web
interface

Generate new AP configs for plane's loading re-balancing failed.

Description

This event occurs when the user executes the load of data plane for re-
balancing and generation of a new AP configuration fails.

FTP transfer

TABLE 556 FTP transfer event

Event FTP transfer

Event Type ftpTransfer

Event Code 970

Severity Informational

Attribute “IP"="XXX XXX XXX.XXX", “portID”="xxxx", “reason”="xxxxx"

Displayed on the web
interface

File [{reason}] transferred to FTP server [{ip}:{portID}] successfully

Description

This event occurs when a file transfer to the FTP server is successful.

FTP transfer error

TABLE 557 FTP transfer error event

Event FTP transfer error

Event Type ftpTransferError

Event Code 971

Severity Warning

Attribute “IP"="XXX XXX XXX XXX, “portID"="xxxx", “reason”="xxxxx"
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TABLE 557 FTP transfer error event (continued)

Event

FTP transfer error

Displayed on the web
interface

File [{reason}] transferred to FTP server [{ip}:{portID}] unsuccessfully

Description

This event occurs when the file transfer to the FTP server fails.

File upload

TABLE 558 File upload event

Event File upload

Event Type fileUpload

Event Code 980

Severity Informational

Attribute “IP"="XXXXXX.XXX.XXX", “cause”="xxxxX"

Displayed on the web
interface

Backup file [{cause}] uploading from [{ip}] failed

Description

This event occurs when the backup file upload fails.

Email sent successfully

TABLE 559 Email sent successfully event

Event Email sent successfully

Event Type mailSendSuccess

Event Code 981

Severity Informational

Attribute "srcProcess"="xxxxx", "receiver"= "xxxxx",

"nodeMac"="xxxxx","nodeName"="xxxxx","tenantUUID"="xxxxx

Displayed on the web
interface

[{srcProcess}] sent email to [{receiver}] successfully.

Description

This event occurs when system sends mail successfully.

Email sent failed

TABLE 560 Email sent failed event

Event Email sent failed

Event Type mailSendFailed

Event Code 982

Severity Warning

Attribute "srcProcess"="xxxxx","receiver"= "xxxxx", "nodeMac"="xxxxx",

"nodeName"="xxxxx","tenantUUID"="xxxxx"

Displayed on the web
interface

[{srcProcess}] sent email to [{receiver}] failed.

Description

This event occurs when the system fails to send the mail.
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SMS sent successfully

TABLE 561 SMS sent successfully event

Event SMS sent successfully

Event Type smsSendSuccess

Event Code 983

Severity Informational

Attribute "srcProcess"="xxxxx","receiver"= "xxxxx",

"nodeMac"="xxxxx","nodeName"="xxxxx","tenantUUID"="xxxxx"

Displayed on the web
interface

[{srcProcess}] sent short message to [{receiver}] successfully.

Description

This event occurs when system sends the short message successfully.

SMS sent failed

TABLE 562 SMS sent failed event

Event SMS sent failed

Event Type smsSendFailed

Event Code 984

Severity Warning

Attribute "srcProcess"="xxxxx","receiver"= "xXxxxx",

"reason"="xxxxx","nodeMac"="xxxxx","nodeName"="xxxxx","tenantUul|D"="
XXXXX"

Displayed on the web
interface

[{srcProcess}] sent short message to [{receiver}] failed, reason: [{reason}].

Description

This event occurs when system fails to send the short message
successfully.

Process restart

TABLE 563 Process restart event

Event Process restart

Event Type processRestart

Event Code 1001

Severity Major

Attribute “ctriBladeMac"="aa:bb:cc:dd:ee:ff" “srcProcess”="nc” “realm”="NA"

“processName”="aut" "SZMgmtIp"="2.2.2.2"

Displayed on the web
interface

[{processName}] process got re-started on {produce.short.name}
[{SZMgmtip}]

Description

This event occurs when any process crashes and restarts.
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Service unavailable

TABLE 564 Service unavailable event

Event Service unavailable

Event Type serviceUnavailable

Event Code 1002

Severity Critical

Attribute “ctriBladeMac"="aa:bb:cc:dd:ee:ff" “srcProcess"="nc” “realm"="NA"

“processName”="aut” "SZMgmtlp"="2.2.2.2"

Displayed on the web
interface

[{processName}] process is not stable on {produce.short.name}
[{5ZMgmtip}]

Description

This event occurs when the process repeatedly restarts and is unstable.

Keepalive failure

TABLE 565 Keepalive failure event

Event Keepalive failure

Event Type keepAliveFailure

Event Code 1003

Severity Major

Attribute “ctriBladeMac"="aa:bb:cc:dd:ee:ff" “srcProcess"="nc"” “realm"="NA"

“processName”="aut” "SZMgmtlp"="2.2.2.2"

Displayed on the web
interface

[{srcProcess}] on {produce.short.name} [{SZMgmtIp}] restarted
[{processName}] process

Description

This event occurs when the mon/nc restarts the process due to a keep
alive failure.

Resource unavailable

TABLE 566 Resource unavailable event

Event Resource unavailable

Event Type resourceUnavailable

Event Code 1006

Severity Critical

Attribute “ctriBladeMac"="aa:bb:cc:dd:ee:ff" “srcProcess” = “radiusd”

“realm”="NA""SZMgmtlp" = “3.3.3.3' “cause” = “resource that is not available”

Displayed on the web
interface

System resource [{cause}] not available in [{srcProcess}] process at
{produce.short.name} [{SZMgmtIp}]

Description

This event is generated due to unavailability of any other system resource,
such as memcached.

All data planes in the zone affinity profile are disconnected

NOTE

Events 1257 to 1267 are not applicable to SZ300/SZ100.
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TABLE 567 All data planes in the zone affinity profile are disconnected event

Event
Event Type
Event Code
Severity
Attribute

Displayed on the web
interface

Description

All data planes in the zone affinity profile are disconnected
zoneAffinityLastDpDisconnected

1267

Major

"dpName="xxxxxxxx", "dpKey"="X)X:XX:XX:XX:XX:XX",
"zoneAffinityProfileld"="xxxxxxxx"

The Last one Data Plane [{dpName&&dpKey}] is disconnected Zone Affinity
profile [{zoneAffinityProfileld}].

This event occurs when all the data planes disconnect from the zone
affinity profile.

CALEA UE Matched

TABLE 568 CALEA UE Matched event

Event
Event Type
Event Code
Severity
Attribute

Displayed on the web
interface

Description

CALEA UE Matched
dpCaleaUelnterimMatched
1268

Informational

"clientMac"="xx:xx:xx:xx:xx:xx", "ssid"="xxxxx", "apMac"="Xx:XX:XX:XX:XX:XX",
"aplpAddress"="xx.xx.xx.xx", "dpKey"="XX:XX:XX:XX:XX:XX",
"dplP"="XX.XX.XX.XX", lltXBytesn " mnon n_n

="xXxxxx", "rxBytes"="xxxxx"
CALEA matches client [{clientMac}] on WLAN [{ssid | | authType}Ifrom AP
[{apName&&apMac}]. TxBytes[{txBytes}], RxBytes[{rxBytes}].

This event occurs when the data plane CALEA user equipment and client
matches.

ZD AP migrating

TABLE 569 ZD AP migrating event

Event
Event Type
Event Code
Severity
Attribute

Displayed on the web

interface

Description
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ZD AP migrating
zdAPMigrating
2001
Informational

"apMac"=" C0:C5:20:12:2B:2C",
"serialNumber"="501003003033","model"="R700", “firmware"="3.2.0.0.x"

ZD-AP [{apMac}] / [{serialNumber}] model [{model}] is upgrading with
{produce.short.name} AP firmware version - [{firmware}]

This event occurs when a ZoneDirector AP is upgrading with
{produce.short.name} AP firmware image.
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ZD AP migrated

TABLE 570 ZD AP migrated event

Event
Event Type
Event Code
Severity
Attribute

Displayed on the web
interface

Description

ZD AP migrated
zdAPMigrated
2002
Informational

"apMac"=" C0:C5:20:12:2B:2C", "serialNumber"="501003003033",
"model"="R700", “firmware”="3.2.0.0.x",

ZD-AP [{apMac}] / [{serialNumber}] model [{model}] has been upgraded
with {produce.short.name} AP firmware version - [{firmware}]

This event occurs when a ZoneDirector AP has upgraded its firmware with
the {produce.short.name} AP firmware image.

ZD AP rejected

TABLE 571 ZD AP rejected event

Event
Event Type
Event Code
Severity
Attribute

Displayed on the web
interface

Description

ZD AP rejected
zdAPRejected
2003

Warning

"apMac"=" C0:C5:20:12:2B:2C ", "serialNumber"="501003003033",
"model"="R700"

ZD-AP [{apMac}] / [{serialNumber}] model [{model}] is not being upgraded
with {produce.short.name} AP firmware because of ACL setting.

This event occurs when the ZoneDirector AP is not upgraded with
{produce.short.name} AP firmware because of the ACL setting.

ZD AP migration failed

TABLE 572 ZD AP migration failed event

Event
Event Type
Event Code
Severity
Attribute

Displayed on the web
interface

Description

ZD AP migration failed

zdAPMigrationFailed

2004

Major

"apMac"=" C0:C5:20:12:2B:2C",
"serialNumber"="501003003033","model"="R700", “firmware"”="3.2.0.0.x"

ZD-AP [{apMac}] / [{serialNumber}] model [{model}] is failed to upgrade
with {produce.short.name} AP firmware version - [{firmware}]

This event occurs when a ZoneDirector AP fails to upgrade with
[produce.short.name} AP firmware image.
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Database error

TABLE 573 Database error event

Event Database error

Event Type cassandraError

Event Code 3001

Severity Major

Attribute “ctrIBladeMac"="aa:bb:cc:dd:ee:ff","SZMgmtIp"="2.2.2.2" reason="reason”

Displayed on the web
interface

Database internal error on node [{nodeName}], reason: [{reason}].

Description

This event occurs when internal errors occurs on the database.

Database error

TABLE 574 Database error event

Event Database error

Event Type recoverCassandraError

Event Code 3011

Severity Informational

Attribute “nodeName”="xxx","reason"="recovery reason”

Displayed on the web
interface

Recover database error on node [{nodeName}], reason : [].

Description

This event occurs when the internal errors on the database are fixed.

SZ Login Fail

TABLE 575 SZ login fail event

Event SZ login fail

Event Type szLoginFail

Event Code 8007

Severity Informational

Attribute userName = "X", ip="XXX.XXX.XXX.XXX"

Displayed on the web
interface

Administrator [{userName}] logged on failed from [{ip}].

Description

Administrator logged on failed SZ.

SZ Login

TABLE 576 SZ login event

Event SZ login
Event Type szLogin

Event Code 8008
Severity Informational
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TABLE 576 SZ login event (continued)

Event

SZ login

Attribute

userName = "X", ip="XXX.XXX.XXX.XXX"

Displayed on the web
interface

Administrator [{userName}] logged on from [{ip}].

Description

Administrator logged on SZ.

SZ Logout

TABLE 577 SZ logout event

Event SZ logout

Event Type szLogout

Event Code 8009

Severity Informational

Attribute userName = "X", ip="XXX.XXX.XXX.XXX"

Displayed on the web
interface

Administrator [{userName}] logged off from [{ip}].

Description

Administrator logged off SZ.

Password expiration

TABLE 578 Password expiration event

Event Password expiration

Event Type passwordExpiration

Event Code 8010

Severity Informational

Attribute userld = "x", time = "mm:dd:yyyy hh:mm:ss"

Displayed on the web
interface

Administrative account [{userld}] password has expired as of [{time}].

Description

This event occurs when the password expires.

Admin account lockout

TABLE 579 Admin account lockout event

Event Admin account lockout

Event Type apConnectionTerminatedDueTolnsufficientLicense
Event Code 8011

Severity Warning

Attribute userld = "x"

Displayed on the web
interface

Administrative account [{userld}] has been locked out because of repeat
login failures.

Description

This event occurs when the account is locked.
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Admin session expired

TABLE 580 Admin session expired event

Event Admin session expired
Event Type AdminSessionExpired
Event Code 8012

Severity Informational
Attribute userName = "x"

Displayed on the web
interface

Administrative account [{userName}] login session has timed out.

Description

This event occurs when the session is timed out due to inactivity or
because of absolute session timeout.

Disable inactive admins

TABLE 581 Disable inactive admins event

Event Disable inactive admins

Event Type DisablelnactiveAdmins

Event Code 8013

Severity Informational

Attribute userName = "x", inactiveDays="x"

Displayed on the web
interface

Administrative account [{userName}] has been disabled due to not logining
for [{inactiveDays}] days.

Description

This event occurs when the account is disabled for a period of time.

Two factor auth failed

TABLE 582 Two factor auth failed event

Event Two factor auth failed
Event Type TwoFactorAuthFailed
Event Code 8014

Severity Warning

Attribute userName = "x"

Displayed on the web
interface

Administrative account [{userName}] failed to response the SMS one time
password code.

Description

This event occurs when the account fails to send a one time password code
as a SMS text.

NOTE

Refer to System Events.
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Unconfirmed program detection

TABLE 583 Unconfirmed program detection event

Event Unconfirmed program detection

Event Type Unconfirmed Program Detection

Event Code 1019

Severity Warning

Attribute "nodeName"="xxx","status"="xxxxx"

Displayed on the web Detect unconfirmed program on control plane [{nodeName}]. [{status}]
interface

Description This event occurs when an unconfirmed program is detected.

Switch Events

Following are the events related to swtich severity:
*  Switch critical message on page 245
*  Switch alert message on page 246
e Switch warning message on page 246
e Switch CPU warning threshold exceed on page 246
*  Switch CPU major threshold exceed on page 246
o Switch CPU critical threshold exceed on page 247
e Switch memory warning threshold exceed on page 247
*  Switch memory major threshold exceed on page 247
e  Switch memory critical threshold exceed on page 248
*  Switch custom warning threshold exceed on page 248
*  Switch custom major threshold exceed on page 248
e Switch custom critical threshold exceed on page 249
* GetCACert Request on page 249
o Certificate signing request on page 249
*  Accept certificate signing request on page 249
* Reject certificate signing request on page 250

*  Pending certificate signing request on page 250

Switch critical message

TABLE 584 Switch critical message event

Event Switch critical message

Event Type SwitchCriticalMessage

Event Code 20000

Severity Critical

Description This event occurs when the there is a switch critical message.
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Switch alert message

TABLE 585 Switch alert message event

Event Switch alert message

Event Type SwitchAlertMessage

Event Code 20001

Severity Major

Description This event occurs when there is a switch alert message.

Switch warning message

TABLE 586 Switch warning message event

Event Switch warning message

Event Type SwitchWarningMessage

Event Code 20003

Severity Warning

Description This event occurs when there is a switch warning message.

Switch CPU warning threshold exceed

TABLE 587 Switch CPU warning threshold exceed event

Event Switch CPU warning threshold exceed

Event Type warningCpuThresholdExceed

Event Code 22010

Severity Warning

Attribute “switchSerialNumber”="x", cpouUsage="x%" (1% - Major

Threshold),switchName = “x”, switchMac = “XX:XX:XX:XX:XX:XX"

Displayed on the web
interface

[CPU Usage - {switchSerialNumber}] CPU warning threshold {cpuUsage}
exceeded on Switch {switchName&switchMac}

Description

This event occurs when CPU usage of the Switch crosses the warning
threshold.

Switch CPU major threshold exceed

TABLE 588 Switch CPU major threshold exceed event

Event Switch CPU warning threshold exceed

Event Type majorCpuThresholdExceed

Event Code 22011

Severity Major

Attribute “switchSerialNumber”="x", cpuUsage="x%" (Warning Threshold - Critical
Threshold),switchName = “x", switchMac = “XX:XX:XX:XX:XX:XX"

Displayed on the web [CPU Usage - {switchSerialNumber}] CPU major threshold {cpuUsage}

interface exceeded on Switch {switchName&switchMac}
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TABLE 588 Switch CPU major threshold exceed event (continued)

Event

Switch CPU warning threshold exceed

Description

This event occurs when CPU usage of the Switch crosses the major
threshold.

Switch CPU critical threshold exceed

TABLE 589 Switch CPU critical threshold exceed event

Event Switch CPU critical threshold exceed

Event Type criticalCpuThresholdExceed

Event Code 22012

Severity Critical

Attribute “switchSerialNumber”="x", cpuUsage="x%" (Major Threshold -

100%),switchName = “x", switchMac = “XX:XX:XX:XX:XX:XX"

Displayed on the web
interface

[CPU Usage - {switchSerialNumber}] CPU critical threshold {cpuUsage}
exceeded on Switch {switchName&switchMac}

Description

This event occurs when CPU usage of the Switch crosses the critical
threshold.

Switch memory warning threshold exceed

TABLE 590 Switch memory warning threshold exceed event

Event Switch memory warning threshold exceed

Event Type warningMemoryThresholdExceed

Event Code 22020

Severity Warning

Attribute “switchSerialNumber”="x", memoryUsage="x%" (1% - Major Threshold),

switchName = “X", switchMac = “XX:XX:XX:XX:XX:XX"

Displayed on the web
interface

[Memory Usage - {switchSerialNumber}] Memory warning threshold
{memoryUsage} exceeded on Switch {switchName&switchMac}

Description

This event occurs when memory usage of the Switch crosses the warning
threshold.

Switch memory major threshold exceed

TABLE 591 Switch memory major threshold exceed event

Event Switch memory major threshold exceed

Event Type majorMemoryThresholdExceed

Event Code 22021

Severity Major

Attribute “switchSerialNumber”="x", memoryUsage="x%" (Warning Threshold -
Critical Threshold),switchName = “x", switchMac = “XX:XX:XX:XX:XX:XX"

Displayed on the web [Memory Usage - {switchSerialNumber}] Memory major threshold

interface {memoryUsage} exceeded on Switch {switchName&switchMac}
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TABLE 591 Switch memory major threshold exceed event (continued)

Event

Switch memory major threshold exceed

Description

This event occurs when memory usage of the Switch crosses the major
threshold.

Switch memory critical threshold exceed

TABLE 592 Switch memory critical threshold exceed event

Event Switch memory critical threshold exceed

Event Type criticalMemoryThresholdExceed

Event Code 22022

Severity Critical

Attribute “switchSerialNumber”="x", memoryUsage="x%" (Major Threshold -

100%),switchName = “x", switchMac = “0GXX XX XX XX XX

Displayed on the web
interface

[Memory Usage - {switchSerialNumber}] Memory critical threshold
{memoryUsage} exceeded on Switch {switchName&switchMac}

Description

This event occurs when memory usage of the Switch crosses the critical
threshold of 100%.

Switch custom warning threshold exceed

TABLE 593 Switch custom warning threshold exceed event

Event Switch custom warning threshold exceed
Event Type hitWarningSwitchCombinedEvent

Event Code 22030

Severity Warning

Attribute UserDefinedDescription = "x"

Displayed on the web
interface

[Custom Warning Event] {userDefinedDescription}

Description

This event occurs when the Switch custom warning event crosses the
threshold.

Switch custom major threshold exceed

TABLE 594 Switch custom major threshold exceed event

Event Switch custom major threshold exceed
Event Type hitMajorSwitchCombinedEvent

Event Code 22031

Severity Major

Attribute UserDefinedDescription = "x"

Displayed on the web
interface

[Custom Major Event] {userDefinedDescription}

Description

This event occurs when the Switch custom major event crosses the
threshold.
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Switch custom critical threshold exceed

TABLE 595 Switch custom critical threshold exceed event

Event Switch custom critical threshold exceed
Event Type hitCriticalSwitchCombinedEvent

Event Code 22032

Severity Critical

Attribute UserDefinedDescription = "x"

Displayed on the web
interface

[Custom Critical Event] {userDefinedDescription}

Description

This event occurs when the Switch custom critical event crosses the
threshold.

GetCACert Request

TABLE 596 GetCACert Request event

Event GetCACert Request

Event Type getCACertRequest

Event Code 22000

Severity Informational

Attribute switchSerialNumber = "x"

Displayed on the web
interface

[SCEP - {switchSerialNumber}] GetCACert Request.

Description

This event occurs when there is a SCEP GetCACert Request.

Certificate signing request

TABLE 597 Certificate signing request event

Event Certificate signing request
Event Type certificateSigningRequest

Event Code 22001

Severity Informational

Attribute switchSerialNumber = "x"

Displayed on the web
interface

[SCEP - {switchSerialNumber}] Certificate Signing Request.

Description

This event occurs when there is a SCEP Certificate Signing Request.

Accept certificate signing request

TABLE 598 Accept certificate signing request event

Event Accept certificate signing request
Event Type acceptCertificateSigningRequest
Event Code 22002

Severity Informational
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TABLE 598 Accept certificate signing request event (continued)

Event

Accept certificate signing request

Attribute

switchSerialNumber = "x"

Displayed on the web
interface

[SCEP - {switchSerialNumber}] Accept Certificate Signing Request.

Description

This event occurs when there is a SCEP Accept Certificate Signing Request.

Reject certificate signhing request

TABLE 599 Reject certificate signing request event

Event Reject certificate signing request
Event Type rejectCertificateSigningRequest
Event Code 22003

Severity Major

Attribute switchSerialNumber = "x"

Displayed on the web
interface

[SCEP - {switchSerialNumber}] Reject Certificate Signing Request.

Description

This event occurs when there is a SCEP Reject Certificate Signing Request.

Pending certificate signing request

TABLE 600 Pending certificate signing request event

Event Pending certificate signing request
Event Type pendingCertificateSigningRequest
Event Code 22004

Severity Major

Attribute switchSerialNumber = "x"

Displayed on the web
interface

[SCEP - {switchSerialNumber}] Pending Certificate Signing Request.

Description

This event occurs when there is a SCEP Pending Certificate Signing Request.

Threshold Events

Following are the events related to threshold limits.

e  CPU threshold exceeded on page 251

*  Memory threshold exceeded on page 251

* Disk usage threshold exceeded on page 251

e CPU threshold back to normal on page 252

*  Memory threshold back to normal on page 252

e Disk threshold back to normal on page 252

* Thedrop of client count threshold exceeded on page 253

* License threshold exceeded on page 253
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* HDD health degradation on page 253

e Rate limit threshold surpassed on page 254

e Rate limit threshold restored on page 254

e Rate limit for TOR surpassed on page 254

*  Thenumber of users exceed its limit on page 255

* Thenumber of devices exceeded its limit on page 255

*  Over AP maximum capacity on page 256

CPU threshold exceeded

TABLE 601 CPU threshold exceeded event

Event CPU threshold exceeded

Event Type cpuThresholdExceeded

Event Code 950

Severity Critical

Attribute “nodeName”="xxx", “nodeMac"="xx:XxX:XX:XX:Xx:xx", “perc”="XX"

Displayed on the web
interface

CPU threshold [{perc}%] exceeded on control plane [{nodeName}-C]

Description

This event occurs when the CPU usage exceeds the threshold limit of 80%.

Auto Clearance

This event triggers the alarm 950, which is auto cleared by the event code
953.

Memory threshold exceeded

TABLE 602 Memory threshold exceeded event

Event Memory threshold exceeded

Event Type memoryThresholdExceeded

Event Code 951

Severity Critical

Attribute “nodeName”="xxx","nodeMac”="Xx:XX:XX:XX:XX:XX", “perc"="XX"

Displayed on the web
interface

Memory threshold [{perc}%] exceeded on control plane [{nodeName}-C].

Description

This event occurs when the memory usage exceeds the threshold limit of
85%.

Auto Clearance

This event triggers the alarm 951, which is auto cleared by the event code
954.

Disk usage threshold exceeded

TABLE 603 Disk usage threshold exceeded event

Event Disk usage threshold exceeded
Event Type diskUsageThresholdExceeded
Event Code 952
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TABLE 603 Disk usage threshold exceeded event (continued)

Event Disk usage threshold exceeded
Severity Critical
Attribute “nodeName”="xxx","nodeMac”="Xx:XX:XX:XX:XX:XX", “perc"="XX"

Displayed on the web
interface

Disk usage threshold [{perc}%] exceeded on control plane [{nodeName}-C].

Description

This event occurs when the disk usage exceeds the threshold limit of 80%.

Auto Clearance

This event triggers the alarm 952, which is auto cleared by the event code
955.

CPU threshold back to normal

TABLE 604 CPU threshold back to normal event

Event CPU threshold back to normal

Event Type cpuThresholdBackToNormal

Event Code 953

Severity Informational

Attribute “nodeName”="xxx","nodeMac”="xx:Xx:xx:xx:xx:xx", “perc"="Xx"

Displayed on the web
interface

CPU threshold [{perc}%] got back to normal on control plane [{nodeName}-
ql.

Description

This event occurs when the CPU usage comes back to normal.

Memory threshold back to normal

TABLE 605 Memory threshold back to normal event

Event Memory threshold back to normal

Event Type memoryThresholdBackToNormal

Event Code 954

Severity Informational

Attribute “nodeName”="xxx","nodeMac”="Xx:XX:XX:XX:XX:XX", “perc"="XX"

Displayed on the web
interface

Memory threshold [{perc}%] got back to normal on control plane
[{nodeName}-C].

Description

This event occurs when the memory usage comes back to normal.

Disk threshold back to normal

TABLE 606 Disk threshold back to normal event

Event Disk threshold back to normal

Event Type diskUsageThresholdBackToNormal

Event Code 955

Severity Informational

Attribute “nodeName”="xxx","nodeMac”="xx:xx:Xx:xx:xx:xx", “perc"="XX"

Displfayed on the web Disk threshold [{perc}%] got back to normal on control plane [{nodeName}-
interface Cl.
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TABLE 606 Disk threshold back to normal event (continued)

Event

Disk threshold back to normal

Description

This event occurs when the disk usage comes back to normal.

The drop of client count threshold exceeded

TABLE 607 The drop of client count threshold exceeded event

Event The drop of client count threshold exceeded
Event Type clientCountDropThresholdExceeded

Event Code 956

Severity Warning

Attribute “perc”="XX"

Displayed on the web
interface

The drop of client count exceeded threshold [{perc}%] in cluster.

Description

This event occurs when client count exceeds the criterion value of 1500 and
the drop percentage exceeds the threshold limit of 60%.

License threshold exceeded

TABLE 608 License threshold exceeded event

Event License threshold exceeded

Event Type licenseThresholdExceeded

Event Code 960

Severity Critical 90%; Major 80%; Informational 70%;

Attribute "perc"="xxx", "nodeName"="", "nodeMac"="Xx:XX:XX:XX:XX:XX",

licenseType="SGO00"

Displayed on the web
interface

[{licenseType}] limit reached at [{perc}%]

Description

This event occurs when the number of user equipment attached to the
system have exceeded the license limit.

HDD health degradation

NOTE

This event is not applicable for vSZ-H and vSZ-E.

TABLE 609 HDD health degradation event

Event HDD health degradation

Event Type HDDHealthDegradation

Event Code 961

Severity Critical

Attribute "nodeName"="xxx","status"="xxxxx"

Displayed on the web
interface

Hard drive detects health degradation [{status}] on control plane
[{nodeName}], please backup the system to prevent losing the data on disk

Description

This event occurs when the hard drive detects health degradation.
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Rate limit threshold surpassed

TABLE 610 Rate limit threshold surpassed event

Event
Event Type
Event Code
Severity
Attribute

Displayed on the web
interface

Description

Rate limit threshold surpassed
rateLimitThresholdSurpassed

1300

Major

“ctriBladeMac"="aa:bb:cc:dd:ee:ff" “srcProcess"="radiusd"”

"SZMgmtlp"="2.2.2.2" “aaaSrvip"="1.1.1.1" "AAAServerType"="Auth/Acct”
“MOR"=1000 “THRESHOLD"="500" “TOR"="501"

Threshold surpassed for AAA Server [{aaaSrvrlp}] and ServerType
[{AAAServerType}]

This event occurs when the rate limit threshold is surpassed. The threshold
limit for this event is dependent of the maximum outstanding request
(MOR) value as configured in the web interface of Authentication or
Accounting Service. For example, if the MOR value is 1000, and threshold
limit is set to 70%, then this event will be raised when total outstanding
requests for this server exceeds the limit of 701.

Rate limit threshold restored

TABLE 611 Rate limit threshold restored event

Event
Event Type
Event Code
Severity
Attribute

Displayed on the web
interface

Description

Rate limit threshold restored
rateLimitThresholdRestored
1301

Informational

“ctriBladeMac"="aa:bb:cc:dd:ee:ff" “srcProcess"="radiusd"
"SZMgmtlp"="2.2.2.2" “aaaSrvrlp"="1.1.1.1" “AAAServerType"="Auth/Acct”
“MOR"=1000 “THRESHOLD"="500" “TOR"="501"

Threshold restored for AAA Server [{aaaSrvrip}] and ServerType
[{AAAServerType}]

This event occurs when the rate limit threshold is restored. The threshold
limit for this event is dependent of the maximum outstanding request
(MOR) value as configured in the web interface of Authentication or
Accounting Service. For example, if the MOR value is 1000, and threshold
limit is set to 70%, then this event will be raised when total outstanding
requests for this server is lesser or equal to 700.

Rate limit for TOR surpassed

TABLE 612 Rate limit for TOR surpassed event

Event
Event Type
Event Code
Severity
Attribute

254

Rate limit for TOR surpassed

rateLimitTORSurpassed
1302
Critical

“ctriBladeMac"="aa:bb:cc:dd:ee:ff” “srcProcess"="radiusd"
"SZMgmtlp"="2.2.2.2" “aaaSrvrlp"="1.1.1.1" “AAAServerType"="Auth/Acct”
“MOR"=1000 “THRESHOLD"="500" “TOR"="501"
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TABLE 612 Rate limit for TOR surpassed event (continued)

Event Rate limit for TOR surpassed

Displayed on the web Maximum Outstanding Requests (MOR) surpassed for AAA Server

interface [{aaaSrvrlp}] and ServerType [{AAAServerType}]. Dropping requests to be
proxied to AAA.

Description This event occurs when the rate limit for total outstanding requests (TOR) is

surpassed. Threshold limits for this event is dependent of the maximum
outstanding request (MOR) value as configured in the web interface of
Authentication or Accounting Service. For example, if the MOR value is
1000, and threshold limit is set to 70%, then this event will be raised when
total outstanding requests for this server exceeds 1000.

Auto Clearance This event triggers the alarm1302, which is auto cleared by the event code
1301.

The number of users exceed its limit

TABLE 613 The number of users exceed its limit

Event The number of users exceed its limit

Event Type tooManyUsers

Event Code 7001

Severity Major

Attribute This event has no attributes.

Displayed on the web The number of users exceed its limits. The threshold limit for SZ100 is
interface 114000 and 38000 for vSZ-E.

Description This event occurs when the number of users exceeds the specified limit.

The number of devices exceeded its limit

TABLE 614 The number of devices exceeded its limit event

Event The number of devices exceeded its limit

Event Type tooManyDevices

Event Code 7002

Severity Major

Attribute This event has not attributes.

Displayed on the web The number of devices exceeded its limit

interface

Description This event occurs when the number of devices exceeds the specified limit.

The threshold limit for SZ100 is 342000 and 152000 for vSZ-E.

NOTE
Refer to Threshold Alarms on page 82.
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Over AP maximum capacity

TABLE 615 Over AP maximum capacity event

Event Over AP maximum capacity
Event Type apCapacityReached

Event Code 962

Severity Warning

Attribute

Displayed on the web
interface

The volume of AP is over system capacity.

Description

This event occurs when the volume of AP is over system capacity.

Tunnel Events - Access Point (AP)

Following are the events related to tunnel events on access point.

* Data plane accepted a tunnel request on page 256

* Data plane rejected a tunnel request on page 257

e Data plane terminated a tunnel on page 257

e AP created a tunnel on page 257

* AP tunnel disconnected on page 258

* AP SoftGRE tunnel fails over primary to secondary on page 258

* AP SoftGRE tunnel fails over secondary to primary on page 258

* AP SoftGRE gateway reachable on page 259

* AP SoftGRE gateway not reachable on page 259

e Dataplane set up a tunnel on page 259

* AP secure gateway association success on page 260

e APisdisconnected from secure gateway on page 260

* AP secure gateway association failure on page 260

Data plane accepted a tunnel request

NOTE

This event is not applicable for vSZ-E.

TABLE 616 Data plane accepted a tunnel request event

Event Data plane accepted a tunnel request

Event Type dpAcceptTunnelRequest

Event Code 601

Severity Informational

Attribute “dpKey"="XxX:XX:XXXX:XX:XX", “apMac”="XX: XX XX XX XX XX"

Displayed on the web Data plane [{dpName&&dpKey}] accepted a tunnel request from AP
interface [{apName&&apMac}].
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TABLE 616 Data plane accepted a tunnel request event (continued)

Event

Data plane accepted a tunnel request

Description

This event occurs when the data plane accepts a tunnel request from the
AP.

Data plane rejected a tunnel request

NOTE

This event is not applicable for vSZ-E.

TABLE 617 Data plane rejected a tunnel request event

Event Data plane rejected a tunnel request

Event Type dpRejectTunnelRequest

Event Code 602

Severity Informational

Attribute “dpKey"="Xx:XX:XX:XX:XX:XX", “apMac”="xX:XX:XX:XX:XX:XX",

“reason”="XxXXXXXXXXXXXX"

Displayed on the web
interface

Data plane [{dpName&&dpKey}] rejected a tunnel request from AP
[{apName&&apMac}] because of reason [{reason}].

Description

This event occurs when the data plane rejects a tunnel request from the AP.

Data plane terminated a tunnel

NOTE

This event is not applicable for vSZ-E.

TABLE 618 Data plane terminated a tunnel event

Event Data plane terminated a tunnel

Event Type dpTearDownTunnel

Event Code 603

Severity Informational

Attribute “dpKey"="XX:XX:XXXX:XX:XX", “apMac”="XX:XX:XX:XX:XX:XX", “reason”="xx"

Displayed on the web
interface

Data plane [{dpName&&dpKey}] terminated a tunnel from AP
[{apName&&apMac}]. Reason: [{reason}]

Description

This event occurs when the data plane terminates a tunnel from the AP.

AP created a tunnel

NOTE

This event is not applicable for vSZ-E.

TABLE 619 AP created a tunnel event

Event AP created a tunnel
Event Type apBuildTunnelSuccess
Event Code 608

Severity Informational
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TABLE 619 AP created a tunnel event (continued)

Event

AP created a tunnel

Attribute

"apMac"="xXx:xx:xX:XX:XX: XX, "dPIP"="XXX. XXX XXX XXX",

Displayed on the web
interface

AP [{apName&&apMac}] created a tunnel to data plane [{dpIP}].

Description

This event occurs when AP creates a tunnel to the data plane.

AP tunnel disconnected

NOTE

This event is not applicable for vSZ-E.

TABLE 620 AP tunnel disconnected event

Event AP tunnel disconnected

Event Type apTunnelDisconnected

Event Code 610

Severity Informational

Attribute “apMac”="xXx:xx:XX:XX:XX:XX", “dPIP"="XXX.XXX.XXX.XXX", “reason”="xxxxx"

Displayed on the web
interface

AP [{apName&&apMac}] disconnected from data plane [{dplP}]. Reason:
[{reason}]

Description

This event occurs when AP disconnects from the data plane.

AP SoftGRE tunnel fails over primary to secondary

TABLE 621 AP SoftGRE tunnel fails over primary to secondary event

Event AP SoftGRE tunnel fails over primary to secondary

Event Type apSoftGRETunnelFailoverPtoS

Event Code 611

Severity Warning

Attribute “apMac"="Xx:xx:xx:Xx:xXx:xx", "primaryGRE"="XXX.XXX.XXX.XXX",

"secondaryGRE"="XXX.XXX.XXX.XXX "

Displayed on the web
interface

AP [{apName&&apMac}] fails over from primaryGRE [{primaryGRE}] to
secondaryGRE[{secondaryGRE}].

Description

This event occurs when AP moves from a primary to a secondary GRE.

AP SoftGRE tunnel fails over secondary to primary

TABLE 622 AP SoftGRE tunnel fails over secondary to primary event

Event AP SoftGRE tunnel fails over secondary to primary

Event Type apSoftGRETunnelFailoverStoP

Event Code 612

Severity Warning

Attribute "apMac"="Xx:XX:XX:XX:XX:XX", "primaryGRE"="XXX.XXX.XXX.XXX",
"secondaryGRE"="xxxx"
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TABLE 622 AP SoftGRE tunnel fails over secondary to primary event (continued)

Event AP SoftGRE tunnel fails over secondary to primary

Displayed on the web AP [{apName&&apMac}] fails over from secondaryGRE[{secondaryGRE}] to
interface primaryGRE[{primaryGRE}].

Description This event occurs when AP moves from a secondary to a primary GRE.

AP SoftGRE gateway reachable

TABLE 623 AP SoftGRE gateway reachable event

Event AP SoftGRE gateway reachable

Event Type apSoftGREGatewayReachable

Event Code 613

Severity Informational

Attribute "apMac"="XxX:XX: XX XX:XX:XX", "SOftgre GW"="xXX.XXX.XXX.XXX",
"softgreGWAddress"="xxxx"

Displayed on the web AP [{apname&&apMac}] is able to reach [{softgreGW}]

interface [{softgreGWAddress}] successfully

Description This event occurs when AP builds a soft GRE tunnel successfully.

AP SoftGRE gateway not reachable

TABLE 624 AP SoftGRE gateway not reachable event

Event AP SoftGRE gateway not reachable

Event Type apSoftGREGatewayNotReachable

Event Code 614

Severity Critical

Attribute "apMac"="xXx:xx:xx:xx:xx:xx", "softGREGatewayList"="XXX.XXX.XXX.XXX"

Displayed on the web AP [{apName&&apMac}] is unable to reach the following gateways:

interface [{softGREGatewayList}].

Description This event occurs when AP fails to build a soft GRE tunnel either on the
primary or the secondary GRE.

Auto Clearance This event triggers the alarm 614, which is auto cleared by the event code
613.

Data plane set up a tunnel

NOTE
This event is not applicable for vSZ-E.

TABLE 625 Data plane set up a tunnel event

Event Data plane set up a tunnel

Event Type dpSetUpTunnel

Event Code 627

Severity Informational

Attribute "dpKey"="xXx:XX:XX:XX:XX:XX", "apMac"="XX:XXXXXXXXXX"
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TABLE 625 Data plane set up a tunnel event (continued)

Event

Data plane set up a tunnel

Displayed on the web
interface

Data plane [{dpName&&dpKey}] set up a tunnel from AP
[{apName&&apMac}].

Description

This event occurs when the data plane sets up a tunnel from the AP.

AP secure gateway association success

TABLE 626 AP secure gateway association success event

Event AP secure gateway association success

Event Type ipsecTunnelAssociated

Event Code 660

Severity Informational

Attribute "apMac"="xx:xx:xx:xx:xx:xx","ipsecGWAddress"="x.x.x.x"

Displayed on the web
interface

AP [{apName&&apMac}] is able to reach secure gateway
[{ipsecGWAddress}] successfully.

Description

This event occurs when the AP is able to reach the secure gateway
successfully.

AP is disconnected from secure gateway

TABLE 627 AP is disconnected from secure gateway event

Event AP is disconnected from secure gateway

Event Type ipsecTunnelDisassociated

Event Code 661

Severity Major

Attribute "apMac"="xXx:xx:xx:xx:xx:xx", "ipsecGWAddress"="x.x.x.x"

Displayed on the web
interface

AP [{apName&&apMac}] is disconnected from secure gateway
[{ipsecGWAddress}].

Description

This event occurs when the AP is disconnected from secure gateway.

AP secure gateway association failure

TABLE 628 AP secure gateway association failure event

Event AP secure gateway association failure

Event Type ipsecTunnelAssociateFailed

Event Code 662

Severity Major

Attribute "apMac"="xx:xx:xx:xx:xx:xx", "ipsecGWAddress"="x.x.x.x"

Displayed on the web
interface

AP [{apName&&apMac}] is unable to establish secure gateway with
[{ipsecGWAddress}1.

Description

This event occurs when the AP is unable to reach the secure gateway.

Auto Clearance

This event triggers the alarm 662, which is auto cleared by the event code

660.
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NOTE

Refer to Tunnel Alarms - Access Point on page 87.

Tunnel Events - Data Plane

NOTE

Events 615, 616, 617, 620, 622, 624 and 625 are not applicable for SZ.

Following are the events related to tunnel events on the data plane.
e DP sGRE GW unreachable on page 261
o  DP sGRE keep alive timeout on page 261
* DP sGRE GW inactive on page 262

e DP DHCPRelay no response on page 262

* DP DHCPRelay failover on page 262

e  DP sGRE new tunnel on page 263

*  DP sGRE keepalive recovery on page 263

* DP DHCPRelay response recovery on page 263
* DP sGRE GW reachable on page 263
* DP sGRE GW active on page 264

DP sGRE GW unreachable

TABLE 629 DP sGRE GW unreachable event

Event DP sGRE GW unreachable

Event Type dpSgreGWUnreachable

Event Code 615

Severity Informational

Attribute "dpKey"="xx:xx:xx:xx:xx:xx", "gatewaylP"="x.x.x.x "

Displayed on the web
interface

Data plane [{dpName&&dpKey}] detected Core Gateway [{GatewaylP}] is
unreachable.

Description

This event occurs when the dataplane detects that a core network gateway
is unreachable.

DP sGRE keep alive timeout

TABLE 630 DP sGRE keep alive timeout event

Event DP sGRE keep alive timeout

Event Type dpSgreKeepAliveTimeout

Event Code 616

Severity Informational

Attribute "dpKey"="xx:xx:xx:xx:xx:xx", "gatewaylP"="x.x.X.x

Displayed on the web Data plane [{dpName&&dpKey}] detected KeepAlive packet to Core
interface Gateway [{GatewaylP}] is lost due to timeout
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TABLE 630 DP sGRE keep alive timeout event (continued)

Event

DP sGRE keep alive timeout

Description

This event occurs when the data plane detects that a keep alive packet to
the core network gateway is lost due to a timeout.

DP sGRE GW inactive

TABLE 631 DP sGRE GW inactive event

Event DP softGRE GW inactive

Event Type dpSgreGWInact

Event Code 617

Severity Informational

Attribute "dpKey"="xXx:Xx:xx:Xx:xx:xx", "gatewaylP"="x.x.X.x

Displayed on the web
interface

Data plane [{dpName&&dpKey}] detected [{GatewaylP}] is inactive because
there is no RX traffic

Description

This event occurs when the data plane detects that a core network gateway
is inactive.

DP DHCPRelay no response

TABLE 632 DP DHCPRelay no response event

Event DP DHCPRelay no response

Event Type dpDhcpRelayNoResp

Event Code 618

Severity Informational

Attribute "dpKey"="xx:xx:xx:xx:xx:xx", "dhcplP"="x.x.x.x"

Displayed on the web
interface

Data plane [{dpName&&dpKey}] detected no response from DHCP server
[{dhcplIP}] for a while

Description

This event occurs when the data plane does not get a a response from the
DHCP server.

DP DHCPRelay failover

TABLE 633 DP DHCPRelay failover event

Event DP DHCPRelay failover

Event Type dpDhcpRelayFailOver

Event Code 619

Severity Informational

Attribute "dpKey"="xx:xx:xx:xx:xx:xx", "preDhcplP"="x.x.x.x", "curDhcpIP"="x.x.x.X"

Displayed on the web
interface

Data plane [{dpName&&dpKey}] detected DHCP server fail-over from
[preDhcplP}] to [{curDhcplP}]

Description

This event occurs when the data plane detects a DHCP server relay fall
over.
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DP sGRE new tunnel

TABLE 634 DP sGRE new tunnel event

Event DP sGRE new tunnel

Event Type dpSgreNewTunnel

Event Code 620

Severity Informational

Attribute "dpKey"="xx:xx:xx:xx:xx:xx", "greType"="L20GRE, L30GRE",

"aplpAddress"="x.x.x.x"

Displayed on the web
interface

Data plane [{dpName&&dpKey}] established a [{greType}] tunnel with
AP[{aplIP}].

Description

This event occurs when the data plane establishes a tunnel with AP.

DP sGRE keepalive recovery

TABLE 635 DP sGRE keepalive recovery event

Event DP sGRE keepalive recovery

Event Type dpSgreKeepAliveRecovery

Event Code 622

Severity Informational

Attribute "dpKey"="xx:xx:xx:xx:xx:xx", "gatewayIP"="x.x.x.x"

Displayed on the web
interface

Data plane [{dpName&&dpKey}] detected KeepAlive packet to Core
Gateway [{gatewaylIP}] is now responsive.

Description

The event occurs when the core gateway resumes answering to keepalive.

DP DHCPRelay response recovery

TABLE 636 DP DHCPRelay response recovery event

Event DP DHCPRelay response recovery

Event Type dpDhcpRelayRespRecovery

Event Code 623

Severity Informational

Attribute "dpKey"="xx:xx:xx:xx:xx:xx", "dhcplP"="x.x.x.x"

Displayed on the web
interface

Data plane [{dpName&&dpKey}] detected DHCP server [{dhcplIP}] is now
responsive.

Description

This event occurs when the DHCP server resumes to answer the relay
request from data plane.

DP sGRE GW reachable

TABLE 637 DP sGRE GW reachable event

Event DP sGRE GW reachable
Event Type dpSgreGWReachable
Event Code 624
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TABLE 637 DP sGRE GW reachable event (continued)

Event
Severity
Attribute

Displayed on the web
interface

Description

DP sGRE GW reachable

Informational

"dpKey"="xx:xx:xx:xx:xx:xx", "gatewayIP"="x.x.x.x"

Data plane [{dpName&&dpKey}] detected Core Gateway [{gatewaylIP}] is
now reachable

This event occurs when the core gateway is reachable.

DP sGRE GW active

TABLE 638 DP sGRE GW active event

Event
Event Type
Event Code
Severity
Attribute

Displayed on the web
interface

Description

NOTE

DP sGRE GW active
dpSgreGWAct

625

Informational

"dpKey"="xx:xx:xx:xx:xx:xx", "gatewaylP"="x.x.x.x"

Data plane [{dpName&&dpKey}] detected [{gateway!P}] is now active

This event occurs when core gateway changes to an active mode.

Refer to Tunnel Alarms - Access Point on page 87.
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